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Preface

The intention of this textbook is to serve as the primary reference in
the field of ad hoc and sensor networks for individuals with academic,
industry, or military background. It targets not only researchers and
engineers, but also those who would like to have a deep yet easy
coverage of this growing field, and the current state of research in this
area. It comes to fill in the gap of existing literature on ad hoc and sensor
networks by providing a comprehensive coverage of the subject matter.
This textbook has been written with great care to address the need of
those who seek not only detailed knowledge of this important field, but
also the breadth. After all, this area is poised to be a key component of
future communication networks and likely to have an undavnted impact
on our daily lives.

If there is one thing that we have learnt in all these years of research
and development on ad hoc and sensor networks is that there is a major
interdependence among various layers of the network protocol stack.
Contrary to wired or even one-hop wireless (e.g., cellular or mobile)
networks, the lack of a fixed infrastructure, the inherent mobility, and the
underlying routing mechanism by ad hoc and sensor networks introduce
a number of technological challenges that are very hard to be addressed
within the boundaries of a single protocol Iayer. Despite of this clear fact,
all existing edited textbooks on ad hoc and sensor networks often focus
on a specific aspect of the technology in isolation, fail to provide critical
insights on cross-layer interdependencies, and hence leave major
questions in the minds of the readers.

Our experience in dealing with students, professionals, and
researchers working on ad hoc and sensor networks have revealed the
need for a textbook that covers the many interrelated aspecis of these
networks and which can also clearly pinpoint iterative interactions
between different layers. The study of ad hoc and sensor networks is
very peculiar and intriguing, and to be able to fully understand this area it
is not only enough to understand specific solutions individually, but also
their many interdependencies and cross-layer interactions. We are
confident that this knowledge will allow readers to firmly grasp this
topic, understand its intricacies, and stimuniate creativity.

vii
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This is in essence the approach we take in this textbook. From the
physical up to the application layer, we provide a detailed investigation
of ad hoc and sensor networks to date. In addition, wherever applicable,
the discussion of these topics is closely followed by their impact on other
layers of the network protocol stack. With this explanatory model, we
aim to provide the readers with not only the depth in understanding but
also the breadth. The ultimate goal is to provide a superior experience
that opens up new horizons as one move on from one chapter to another.

The organization of this textbook is based on the authors’ long
experience in academia and industry, dealing with students and
professionals, where we feel that the easiest way to start this journey is
through the routing layer. Technologies in this layer are often more
easily absorbable so as to create a solid foundation for the follow-up
subject areas. Therefore, after an introduction and overview of existing
and future wireless communication systems in Chapter 1, we start with
detailed technical discussions in Chapter 2 by examining unicast routing
protocols and algorithms. To accommodate important new applications
and improve the system performance of ad hoc and sensor networks, this
is followed by the investigation of mechanisms for broadcasting,
multicasting and geocasting in Chapter 3. Once all networking concepts
are in place, it is time to move down in the protocol stack. In Chapters 4
and 5 we discuss the enabling technologies that are used at the physical
and medium access control (MAC) layers of ad hoc and sensor networks.
From IEEE 802.11 to IEEE 802.15, these chapters provide a detailed
coverage of existing and forthcoming wireless technologies. Chapter 6
deals with directional antennas, which is a powerful way of increasing
the capacity, connectivity, and covertness of ad hoc networks. This is the
first textbook that deals with directional antennas from a networking
perspective, concentrating on the MAC and routing issues when these
types of antennas are in use. Next, we move up the stack to the transport
layer and look at the many performance issues of the Transmission
Control Protocol (TCP) over ad hoc networks, and discuss ways for
improvements. Chapters 8 and 9 are fully dedicated to sensor networks
and the unique characteristics and issues they face. As it shall be clear,
sensor networks demand special treatment of certain issues which are
inherently specific to them as compared to a generic ad hoc network. As
both ad hoc and sensor networks are wireless, security becomes a critical
component and is extensively discussed in Chapter 10. Finally, Chapter
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11 investigates the increasingly important area of all wireless networks
towards future fourth generation wireless systems and beyond. Among
other things, we discuss the integration of heterogeneous wireless
networks, such as cellular and wireless local area networks (LLANs), with
ad hoc and sensor networks, which will form the basis of the universal
ubiquitous networking paradigm of the future. To ensure deep
understanding of the subject, each chapter is accompanied by numerical
questions and topics for simulation projects. Many of the exercises are
open-ended and have been taken from open-book examination questions
given to graduate students.

The authors are confident that the approach taken in this textbook
together with its vast and extensive coverage of topics, will enable the
readers to not only understand and position themselves in this hot area of
ad hoc and sensor networks, but will also allow them to develop new
capabilities, enhance skills, share expertise, consolidate knowledge and
encourage further development of the area by identifying key problems,
analyzing them and designing new and innovative solutions and
applications.

Carlos de Morais Cordeiro
Dharma Prakash Agrawal
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Chapter 1

Introduction

1.1 Introduction

Over recent years, the market for wireless communications has
enjoyed an unprecedented growth. Wireless technology is capable of
reaching virtually every location on the surface of the earth. Hundreds of
millions of people exchange information every day wsing pagers, cellular
telephones, laptops, various types of personal digital assistants (PDAs)
and other wireless communication products. With tremendous success of
wireless voice and messaging services, it is hardly surprising that
wireless communication is beginning to be applied to the realm of
personal and business computing. No longer bound by the harnesses of
wired networks, people will be able to access and share information on a
global scale nearly anywhere thinks about.

Simply stating, a Mobile Ad hoc NETwork (MANET)
[Agrawal2002, Cordeiro2002, Perkins2001] is one that comes together as
needed, not necessarily with any support from the existing infrastructure
or any other kind of fixed stations. We can formalize this statement by
defining an ad hoc (ad-hoc or adhoc) neswork as an autonomous system
of mobile hosts (MHs) (also serving as routers) connected by wireless
links, the union of which forms a communication network modeled in the
form of an arbitrary communication graph. This is in contrast to the well-
known single hop cellular network model that supports the needs of
wireless communication by installing base stations (BSs) as access
points. In these cellular networks, communications between two mobile
nodes compleiely rely on the wired backbone and the fixed BSs. In a
MANET, no such infrastructure exists and the network topology may
dynamically change in an unpredictable manner since nodes are free to
move.
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As for the mode of operation, ad hoc networks are basically peer-to-
peer multi-hop mobile wireless networks where information packets are
transmitted in a store-and-forward manner from a source to an arbitrary
destination, via intermediate nodes as shown in Figure 1.1. As the MHs
move, the resulting change in network topology must be made known to
the other nodes so that outdated topology information can be updated or
removed. For example, as the MH2 in Figure 1.1 changes its point of
attachment from MH3 to MH4 other nodes part of the network should
use this new route to forward packets to MH2.

-
.7 ~

’ L]
+ MH2 R

Yoar

Symmeiric link

Figure 1.1 — A mobile ad hoc network (MANET)

Note that in Figure 1.1, and throughout this text, we assume that it is
not possible to have all MHs within range of each other. In case all MHs
are close-by within radio range, there are no routing issues to be
addressed. In real situations, the power needed to obtain complete
connectivity may be, at least, infeasible, not to mention issues such as
battery life and spatial reusability. Therefore, we are interested in
scenarios where only few MHs are within radio range of each other,

Figure 1.1 raises another issue of symmetric (bi-directional) and
asymmetric (unidirectional) links, As we shall see later on, some of the
protocols we discuss consider symmetric links with associative radio
range, i.e., if (in Figure 1.1) MHI is within radio range of MH3, then
MH3 is also within radio range of MHI1. This is to say that the
communication links are symmetric. Although this assumption is not
always valid, it is usually made because routing in asymmetric neiworks
is a relatively hard task [Prakash1999]. In certain cases, it is possible to
find routes that could avoid asymmetric links. since it is quite likely thai
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these links imminently fail. Unless stated otherwise, throughout this text
we consider symmetric links, with all MHs having identical capabilities
and responsibilities.

The issue of symmetric and asymmetric links is one among the
several challenges encountered in a MANET. Another important issue is
that different nodes often have different mobility patterns. Some MHs
are highly mobile, while others are primarily stationary. It is difficult to
predict a MH’s movement and pattern of movement. Table 1.1
summarizes some of the main characteristics [Cordeiro2002] and
challenges in a MANET. A comprehensive look at the current challenges
in ad hoc and sensor networking is provided later in this chapter.

Table 1.1 — Important characteristics of a MANET

Characteristic Description

Dynamic Topologies | Nodes are fiee to move arbitrarily with different speeds; thus,
the network topology may change randomly and at
unpredictable times.

Energy-constrained Some or all of the nodes in an ad hoc network may rely on
Operation batteries or other ¢xhaustible means for their energy. For these
nodes, the most important system design optimization criteria
may be energy conservation.

Limited Bandwidth Wireless links continue to have significantly lower capacity
than infrastructured networks. In addition, the realized
throughput of wireless communications — after accounting for
the effects of multiple access, fading, noise, and interference
conditions, ete., is often much less than a radio’s maximum
transmission rate.

Security Threats Mobile wireless networks are generally more prone o physical
security threats than fixed-cable nets. The increased possibility
of eavesdropping, spoofing, and minimization of denial-of-
service type attacks should be carefully considered.

Wireless Sensor Network [Estrin1999, Kahn1999, Agrawal2002,
Jain2005] is an emerging application area for ad hoc networks which hag
been receiving unprecedented attention, The idea is to use a collection of
cheap to manufacture, stationary, tiny sensors to sense, coordinate
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activities and transmit some physical characteristics about the
surrounding environment to an associated BS or Sink Node. Once placed
in a given environment, these sensors remain stationary, Furthermore, it
is expected that power will be a major driving issue behind protocols
tailored to these networks, since the lifetime of the battery usually
defines the sensor’s lifetime. One of the most cited examples is the
battlefield surveillance of enemy’s territory wherein a large number of
sensors are dropped from an airplane so that activities on the ground
could be detected and communicated. Other potential commercial fields
include machinery prognosis, bio sensing, environmental monitoring and
health of large bridges and structures.

1.2 The Communication Puzzie

In the near future, fourth-generation (4G) wireless technologies will
be able to support Internet-like services. This provision will be achieved
through a seamless integration of different types of wireless networks
with different transmission speeds and ranges interconnected through a
high-speed backbone, as depicted in Figure 1.2. Fourth generation
wireless networks include Wireless Personal Arca Networks (Wireless
PANs or WPANs for short), Wireless Local Area Networks (Wireless
LANs or WLANs for short), Wireless Metropolitan Area Networks
(Wireless MANs or WMANs for short), Wireless Regional Area
Networks (Wireless RANs or WRAN for short) Wireless Local Loops
(WLLs), Customer Premise Equipment (CPE), cellular wide area
networks and satellite networks (see Figure 1.2). These networks may be
organized either with the support of a fixed infrastructure or in the form
of an ad hoc network [Cordeiro2003]. Usually, these ad hoc networks are
built upon the infrastructures provided by wireless LANs and PANs
which are, in turn, supported through technologies such as the Institute of
Electrical and Electronics Engineers (IEEE) 802.11 [IEEE-802,111997],
High  Performance  Local Area  Network  (HIPERLAN)
[HIPERLAN1999], Bluetooth [Bluetoothwww], IEEE 802.15 [IEEE-
802.15] standards and so on. The widespread and integrated use of
wireless networks will increase the usefulness of new wireless
applications, especially multimedia applications deployment such as
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video-on-demand, audio-on-demand, voice over IP, streaming media,
interactive gaming and other applications.
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Figure 1.2 — The envisioned communication puzzle of 4G and beyond

LANs and Wide Area Network (WANs) are the original flavors of
network design. The concept of “area” made good sense in early days,
because a key distinction between a LAN and a WAN involves the
physical distance that the network spans. A LAN typically connects
computers in a single building or campus, whereas a WAN generally
covers large distances (states, countries, continents). As technology
improved, new types of networks appeared on the scene. A third
category, the Metropolitan Area Networks (MANs), also fits into this
distance-based scheme as it covers towns and cities. A forth category, the
Personal Area Network (PAN) has been designed to interact with
personal objects. This category is specially designed for highly mobile
device with an idea to share hardware and software resources. Recently,
the latest major revolution is the Regional Area Network (RAN)
[Cordeiro2005], which promises to provide coverage ranges in the order
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of tens of kilometers with applications in rural and remote areas. LAN,
MAN and WAN were originally started as wired network, and due to
increasing demand for wireless connectivity, these networks also gained
attention in the wireless domain. PANs and RANs, on the other hand,
have been introduced with wireless connectivity in mind. Figure 1.3
compares various wireless networks in terms of the popular standards,
speeds, communication ranges and applications.

WAN < 15Km
802,20 {proposed)
GSM, GPRS, CDMA, 2.5G, 3G
10 Kbps - 2.4 Mbps

MAN < 5Km
802.16 a/dfe — 70 Mbps
LMDS - 38 Mbps

Figure 1.3 — The scope of various wireless technologies

Since the infrastructure for building ad hoc networks are mostly
within the framework of Wireless LANs and Wireless PANSs, their scope
given in Figure 1.3 is particularly useful. This is not to say, however, that
the infrastructures provided by WMANSs, Wireless WANs (WWANS),
and WRANS, depicted in Figure 1.3, cannot interoperate with the ad hoc
network. As a matter of fact, a lot of movement is currently undergoing
as to integrate ad hoc networks with MANs and WWANs, where the
infrastructure provided by these networks would serve as a backhaul to,
say, connect the ad hoc network with the outside world (e.g., Internet).
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Furthermore, with the large scale appearance of dual mode and dual band
radios where devices are equipped with multiple wireless interfaces or
software defined radio [SDRFORUM] capability, heterogeneous
networks will become more and more common and the need to integrate
them will be of paramount importance.

1.3 Applications of MANETSs

There are many applications of MANETSs. As a matter of fact, any
day-to-day application such as electronic email and file transfer can be
considered to be easily deployable within an ad hoc network
environment. Web services are also possible in case any node in the
network can serve as a gateway to the outside world. In this discussion,
we need not emphasize wide range of military applications possible with
ad hoc networks. Not to mention, the technology was initially developed
keeping in mind the military applications, such as baitlefield in an
unknown territory where an infrastructure network is almost impossible
to establish or maintain, In such situations, the ad hoc networks having
self-organizing capability can be effectively used where other
technologies either fail or cannot be deployed effectively. Advanced
features of wireless mobile systems, including data rates compatible with
multimedia applications, global roaming capability, and coordination
with other network structures, are enabling new applications. Some well-
known ad hoc network applications are:

¢+ Collaborative Work - For some business scenarios, the need for
collaborative computing might be more important outside office
environments than inside a building. After all, it is often the case
where people do need to have cutside meetings to cooperate and
exchange information on a given project;

¢ Crisis-management Applications — These arise, for example, as a
result of natural disasters where the entire communications
infrastructure is in disarray (for example, Tsunamis, hurricanes, etc.).
Restoring communications quickly is essential. By using ad hoc
networks, an infrastructure could be set up in hours instead of
days/weeks required for wire-line communications;
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* Personal Area Networking — A personal area network (PAN) is a
short-range, localized network where nodes are usually associated
with a given person. These nodes could be attached to someone’s
cell phone, pulse watch, belt, and so on. In these scenarios, mobility
is only a major consideration when interaction among several PANs
18 necessary, illustrating the case where, for instance, people meet in
real life. Bluetooth [Haarsten1998] is an example of a technology
aimed at, among other things, supporting PANs by eliminating the
need of wires between devices such as printers, cell phones, PDAs,
laptop computers, headsets, and so on, and is discussed later in this
book. Other standards under the IEEE 802.15 working group for
wireless PANs are also described.

1.4 Challenges

Ad hoc networking has been a popular field of study during the last
few years. Almost every aspect of the network has been explored in
some level of detail. Yet, no ultimate resolution to any of the problems is
found or, at least, agreed upon. On the contrary, more questions have
arisen. Similar to ad hoc networks, many aspects of sensor networks
have also been explored but, contrary to ad hoc networks, there are many
more issues which remain to be addressed.

This section outlines the major problems that ought to be addressed.
The protocol dependent development possibilities are mostly omitted and
the focus is on the “big picture”, on the problems that stand in a way of
having peer-to-peer connectivity everywhere in the future. The topics
that need to be resolved are:

Scalability;

Quality of service;

Client server model shift;
Security;

Interoperation with the Internet;
Energy conservation;

Node cooperation;
Interoperation.
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Here, we plan to add on the approach presented in [Perkins2001,
Penttinen2002], with several updates. The discussion here attempts to
provide a thorough discussion of the future challenges in ad hoc and
sensor networking,

1.4.1 Scalability

Most of the visionaries depicting applications which are anticipated
to benefit from the ad hoc and sensor networking technology take
scalability as granted. Imagine, for example, the vision of ubiquitous
computing where networks can be of “any size”. However, it is unclear
how such large networks can actually grow.

Ad hoc networks suffer, by nature, from the scalability problems in
capacity. To exemplify this, we may look into simple interference
studies. In a non-cooperative network, where omni-direction?l_antennas
are being used, the throughput per node decreases at a rate 1/ N where
N is the number of nodes [Gupta2000]. That is, in a network with 100
nodes, a single device gets, at most, approximately one tenth of the
theoretical network data rate. This problem, however, cannot be fixed
except by physical layer improvements, such as directional antennas
which are discussed in Chapter 6.

If the available capacity sets some limits for communications, so do
the protocols. Route acquisition, service location and encryption key
exchanges are just few examples of tasks that will require considerable
overhead as the network size grows. If the scarce resources are wasted
with profuse control traffic, these networks may see never the day dawn.
Therefore, scalability is a crucial research topic and has to be taken into
account in the design of solutions for ad hoc and sensor networks.

1.4.2 Quality of Service

The heterogeneity of existing Internet applications has chalienged
network designers who have built the network to provide best-effort
service only. Voice, live video and file transfer are just a few
applications having very differing requirements. Qualities of Service
(QoS) aware solutions are being developed to meet the emerging
requirements of these applications. QoS has to be guaranteed by the
network to provide certain performance for a given flow, or a collection
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of flows, in terms of QoS parameters such as delay, jitter, bandwidth,
packet loss probability, and so on. QoS routing, discussed in Chapter 2,
attempts to locate routes that satisfy given performance constraints and
then reserve enough capacity for the flow,

Despite the current research efforts in the QoS area, QoS in ad hoc
and sensor networks is still an unexplored area. Issues of QoS
robustness, QoS routing policies, algorithms and protocols with multiple,
including preemptive, priorities remain to be addressed.

1.4.3 Client-Server Model Shift

In the Internet, a network client is typically configured to use a
server as its partner for network transactions. These servers can be found
automatically or by static configuration. In ad hoc networks, however,
the network structure cannot be defined by collecting IP addresses into
subnets, There may not be servers, but the demand for basic services still
exists, Address allocation, name resolution, authentication and the
service location itself are just examples of the very basic services which
are needed but their location in the network is unknown and possibly
even changing over time. Due to the infrastructureless nature of these
networks and node mobility, a different addressing approach may be
required. In addition, it is still not clear who will be responsible for
managing various network services. Therefore, while there has been vast
research initiatives in this area, the issue of shift from the traditional
client-sever model remains to be appropriately addressed, although a lot
of activity is going on within the Zero Configuration (zeroconf) working
group [ZeroConfwww] of the Intermet Engineering Task Force (IETF)
and also within the UPnP™ forum [UPnPwww] being considered in the
context of the Digital Living Network Alliance [DLNAwww].

1.4.4 Security

Ad hoc and sensor networks are particularly prone to malicious
behavior. Lack of any centralized network management or certification
authority makes these dynamically changing wireless structures very
vulnerable to infiliration, eavesdropping, interference, and so on.
Security is often considered to be the major “roadblock™ in the
commercial application this technology. Security is indeed one of the



Chapter 1: Introduction 11

most difficult problems to be solved, but it has received only modest
attention so far although considerable progress has been made as shown
later in Chapter 9. The “golden age” of this research field can be
expected to dawn only after the functional problems on the underlying
layers have been agreed on.

1.4.5 Interoperation with the Internet

It seems very likely that the most common applications of ad hoc
networks require some Internet connection. However, the issue of
defining the interface between the two very different networks is not
straightforward. If a node in the network has an Internet connection, it
could offer Internet connectivity to the other nodes. This node could
define itself as a default router and the whole network could be
considered to be “single-hop” from the Internet perspective although the
connections are physically over several hops. Recently, a practical
solution for this problem was suggested in [Sun2002]. Here, the idea is to
combine the Mobile IP technology [ Agrawal2002] with ad hoc routing so
that the gateway node can be considered to be foreign agent as defined in
Mobile IP.

1.4.6 Energy Conservation

Energy conservative networks are becoming extremely popuolar
within the ad hoc and specially sensor networking research. Energy
conservation is currently being addressed in every layer of the protocol
stack. There are two primary research topics which are aimost identical:
maximization of lifetime of a single battery and maximization of the
lifetime of the whole network. The former is related to commercial
applications and node cooperation issues whereas the latter is more
crucial, for instance, in military environments where node cooperation is
assumed. The goals can be achieved either by developing better batteries,
or by making the network terminals’ operation more energy efficient.
The first approach is likely to give a 40% increase in battery life in the
near future (with Li-Polymer batteries) [Petrioli2001]. As to the device
power consumption, the primary aspect are achieving energy savings is
through the low power hardware development using techniques such as
variable clock speed CPUs, flash memory, and disk spindown



12 AD HOC & SENSOR NETWORKS

[Jones2001]. However, from the networking point of view, our interest
naturally focuses on the device’s network interface, which is often the
single largest consumer of power.

Energy efficiency at the network interface can be improved by
developing transmission/reception technologies on the physical layer and
by sensing inactivity on the application layer, but especially with specific
networking algorithms. Much research has been carried out at the
physical, medium access control (MAC) and routing layers, while little
has been done at the transport and application layers. Nevertheless, there
is still much more work need to be done.

1.4.7 Node (MH) Cooperation

Closely related to the security issues, the node cooperation stands in
the way of commercial application of the technology. The fundamental
question is why anyone should relay other people’s data. The answer is
simple: to receive the corresponding service from the others. However,
when differences in amount and priority of the data come into picture,
the situation becomes far more complex. Surely, a critical fire alarm box
should not waste its batteries for relaying gaming data, nor should it be
denied access to other nodes because of such restrictive behavior.
Encouraging nodes to cooperate may lead to the introduction of billing,
similar to the idea suggested for Intemet congestion control [MacKie-
Mason1994]. Well-behaving network members could be rewarded, while
selfish or malicious users could be charged higher rates. Implementation
of any kind of billing mechanism is, however, very challenging. These
issues are still wide open [Y002006].

1.4.8 Interoperation

The self-organization of ad hoc networks is a challenge when two
independently formed networks come physically close to each other.
This is an unexplored research topic that has implications on all levels on
the system design. The issue is: what happens when two autonomous ad
hoc networks move into same area. Surely they are unable te avoid
interfering with each other. Ideally, the networks would recognize the
situation and be merged. However, the issue of joining two networks is
not trivial; the networks may be using different synchronization, or even
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different MAC or routing protocols. Security also becomes a major
concern. Can the networks adapt to the situation? For example; a military
unit moving into an area covered by a sensor network could be such a
situation; moving unit would probably be using different routing protocol
with location information support, while the sensor network would have
a simple static routing protocol.

Another important issue comes into picture when we talk about all
wireless networks. One of the most important aims of recent research on
all wireless networks is to provide seamless integration of all types of
networks. This issue raises questions on how the ad hoc network could
be designed so that they are compatible with, for instance, wireless
LANs, 3" Generation (3G) and 4G cellular neiworks. In Chapter 11 we
discuss this complex issue and provide insights on the current status in
this area.

1.5 Book Organization

The organization of this book follows a new approach which we find
best suitable when discussing ad hoc networks. Unlike traditional
networking books which adopt either a strict bottom-up or a top-down
approach, our experience as educators, researchers and learners in the ad
hoc and sensor networking arena has shown that such approaches are not
suitable to understand how these networks really work, Ad hoc and
sensor networks are very particular as there are many cross-layer
interactions and one layer cannot be fully understood without at least
knowing the basics of the others. Thus, employing a strict top-down or
bottom-up approach is not appropriate. Here, we introduce a new
explanatory model specifically designed to best understand all the
aspects of these networks, from design to performance issues. We initiate
the discussion by the network layer, which we believe is the best layer to
kick-start the study in this area as it may be the one which requires
minimum knowledge of the others. In addition, the network layer is often
seen as perhaps “the easiest” to understand for both beginners and
advanced people. Next, we move down and present solutions at the lower
layers (i.e., physical and MAC) and, finally, upper layers (i.e., transport).
We conclude this book by discussing the growing field of integration of
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heterogeneous wireless networks, where ad hoc and sensor networks are
required to interoperate with other wireless networks such as cellular and
wireless LANSs.

The way this book is organized is depicted in Figure 1.4. In this
figure, we clearly indicate which layers of the protocol stack are covered
in which chapters. It is worth noticing that do not have a separate chapter
for the application layer. Again, this is due to the unique nature of ad hoc
and sensor networks where the design choice of a solution is usually
taken on the basis of supporting a particular category of applications. As
in other areas of computer science, there is no one fits-all solution.
Therefore, we take a different and novel approach where we believe that
applications have te be discussed throughout the book, in a scattered
manner, together with the associated solutions. This way, a reader can
get the right perspective about the best suitability of a given solution to a
specific application. In view of this, we organized this book as follows:

¢ Chapter 2: Here we introduce unicast routing over ad hoc networks.
We provide a thorough discussion of the major unicast protocols,
including proactive, reactive, position-based, and QoS routing. In
addition, we present the broadcast storm problem in ad hoc networks
and possible solutions;

¢ Chapter 3: In this chapter we present important issues of
multicasting and geocasting in ad hoc networks, by discussing the
applications, giving the motivation, and finally providing a
comprehensive coverage of various proposed protocols;

¢ Chapters 4 and 5: These chapters deal with the most prominent and
widely used MAC and physical layers for ad hoc networks, namely,
the TEEE 802.11 for Wireless LANs and the IEEE 802.15 (including
the Bluetooth technology) for Wireless PANs, respectively. These
chapters provide a thorough discussion of these two standards and
how they are used to support ad hoc networking. Here, we note that
the Link Layer Control (LLC) sub-layer is not addressed in this book
as it is standardized in the IEEE 802.2 to provide an uniform
interface between the various network and MAC layer protocols;

* Chapter 6: In this chapter, we move on to a new and powerful way
for increasing the capacity, connectivity, and covertness of ad hoc
networks, namely, the use of directional antenna systems. We
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discuss directional antenna systems from the basic concept of the
antenna model, going through the physical, MAC and network
layers:

¢ Chapter 7: The issue of TCP (Transmission Control Protocol) over
ad hoc networks is covered in this chapter. Several aspects of TCP
performance are analyzed, inciuding the impact of node mobility,
congestion window size, unfairness and the capture problem;

¢ Chapter 8: Here, we present the emerging area of sensor networks.
A comprehensive analysis of these networks is provided including its
various applications, MAC and network layer, multipath routing,
sensor databases, among others;

e  Chapter 9: In this chapter we continue the discussion on sensor
networks, by presenting one of its major features: data retrieval. Data
retrieval explores the issue of how to efficiently obtain information
from a sensor network, under constraints such as energy
consumption and delay.

¢ Chapter 10: Security over ad hoc networks is discussed in this
chapter. Initially, we show that security in ad hoc neiworks is a much
harder task than in wired networks and motivate the need for security
over these networks. Next, we delve into specifics of security over ad
hoc neiworks including key management schemes, secure routing
algorithms, cooperation, and intrusion detection systems,

¢ Chapter 11: In this chapter we cover the area of all wireless
nenworks. More specifically, we discuss the integration of
heterogeneous wireless technologies in the context of ad hoc and
sensor networks, and the many issues involved at every layer of the
protocol stack. We describe proposed integrated architectures and
thoroughly compare them, as well as point out future directions for
research.

As we can see, the organization of this book follows a different
appreach, but we hope and believe this new approach facilitates better
understanding of not only various protocols as separate entities, but also
how they interact with each other. At the end of each chapter, we include
a special section where we discuss the future directions and challenges in
each particular area. These open problems are highlighted to allow the
reader to think further into the matter and potentially pursue it as a future
research topic.
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Finally, we note that this book is intended for researchers and
engineers in both industry and academia, as well as for anyone who
would like to get a deeper understanding of this growing field of ad hoc
and sensor networks, and the current staie of research in this area. It is
designed to provide a thorough discussion on the issues related to every
layer of the protocol stack and is presented in Figure 1.4.

Application [ All chapters

Chapters 7, 9,
Transport ™™ znd 11

., Chapters 2,3, 6, 8,

Netwark 8, 10 and 11
LLc Data Chapters 4, 5, 5, 8, 8,
mac SNk [ and 11
, Chapters 4, 5, 5,
Physical . and 11

Figure 1.4 — Book organization

1.6 Conclusions and Future Directions

The topics covered in this book represent a significant portion of what is
going on in academia, industry, military, and commercial networks. The
vast and extensive material contained in this book will enable the readers
to not only understand and position themselves in this hot area of ad hoc
and sensor networks, but will also allow them to develop new
capabilities, enhance skills, share expertise, consolidate knowledge and
further develop the area by analyzing and designing future solutions.
From physical to application layer, this book is intended to provide a
comprehensive material in the area of ad hoc and sensor networking.
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Homework Questions/Simulation Projects

Q. 1. There are many performance parameters considered in this chapter. Can you think
of rationale for allocating weights to these parameters? Explain clearly.

Q. 2. What are the other performance parameters you would like to consider besides the
ones covered in this chapter? Explain clearly your rationale for selecting the same.

Q. 3. Design a problem based on any of the material covered in this chapter (or in
references contained therein) and solve it diligently.
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Chapter 2

Routing in Ad Hoc Networks

2.1 Introduction

A MANET environment, illustrated in Figure 2.1(a), is characterized
by energy-limited nodes (Mobile Hosts), bandwidth-constrained,
variable-capacity wireless links and dynamic topology, leading to
frequent and unpredictable connectivity changes. For example, assume in
Figure 2.1(a) that node S uses node B to communicate with node D.
However, as nodes in a MANET are mobile, it may so happen that the
route from node S to node D changes while in use, and now traverses
nodes A and B as depicted in Figure 2.1(b). Therefore, traditional link-
state and distance vector routing algorithms (designed and fine-tuned
under the assumption of a fixed and wired network) [Tanenbaum]996)

(a) MH S uses B to communicate {b) Due to movement of MHs,
with MH D S now uses A and B to reach D

Figure 2.1 — An example of a mulii-hop MANET
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are not effective in this environment. Numerous MANET routing
protocols have been proposed, both under and outside the umbrella of the
IETF MANET working group [MANET 1998]. We use the term MH and
node interchangeably throughout the text.

Routing in a MANET depends on many factors including topology,
selection of routers, location of request initiator, and specific underlying
characteristics that could serve as a heuristic in finding the path quickly
and efficiently.

One of the major challenges in designing a routing protocol
[Jubin1987] for MANETS is that a node at least needs to know the
reachability information to its neighbors for determining a packet route,
while the network topology can change quite often in a MANET.

Furthermore, as the number of network nodes can be large, finding
route to a destination also requires frequent exchange of routing control
information among the nodes. Thus, the amount of update traffic can be
substantial, and it is even higher when nodes with increased mobility are
present. The MHs can impact route maintenance overhead of routing
algorithms in such a way that no bandwidth might be left for the
transmission of data packets [Corson1996].

2.2 Topology-Based versus Position-Based Approaches

Routing over ad hoc networks can be broadly classified as topology-
based or position-based approaches. Topology-based routing protocols
depend on the information about existing links in the network and utilize
them to carry out the task of packet forwarding. They can be further
subdivided as being Proactive (or table-driven), Reactive (or on-
demand), or Hybrid protocols. Proactive algorithms employ classical
routing strategies such as distance-vector or link-state routing and any
changes in the link connections are updated periodically throughout the
network. They mandate that MHs in a MANET should keep track of
routes to all possible destinations so that when a packet needs to be
forwarded, the known route can be used imumediately. Proactive
protocols have the advantage that a node experiences minimal delay
whenever a route is needed as a route is immediately obtained from the
routing table. However, proactive protocols may not always be
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appropriate in MANET's with high mobility. This may cause continuous
use of a substantial fraction of the network capacity so that the routing
information could be kept current. In addition, the quality of channels
may change with time due to the shadowing and fast fading and may not
be good to use even if there is no mobility [Lin2005].

On the other hand, reactive protocols employ a lazy approach
whereby nodes only discover routes to destinations on-demand. In other
words, reactive protocols adopt the opposite approach as compared to
proactive schemes by finding a route to a destination only when needed.
Reactive protocols often consume much less bandwidth than proactive
protocols, but the delay in determining a route can be substantially large.
Another disadvantage is that in reactive protocols, even though route
maintenance is limited to routes currently in use, it may still generate a
significant amount of network control traffic when the topology of the
network changes frequently. Lastly, packets en route to the destination
are likely to be lost if the route in use changes.

Hybrid protocols combine local proactive and global reactive routing
in order to achieve a higher level of efficiency and scalability. For
example, a proactive scheme may be used for close by MHs only, while
routes to distant nodes are found using reactive mode. Usually, but not
always, hybrid protocols may be associated with some sort of hierarchy
which can either be based on the neighbors of a node or on logical
partitions of the network. The major limitation of hybrid schemes
combining both strategies, is that it still needs to maintain at least those
paths that are currently in use., This limits the amount of topological
changes that can be tolerated within a given time span.

Finally, position-based routing algorithms overcome some of the
limitations of topology-based routing by relying on the availability of
additional knowledge. These position-based protocols require that the
physical location information of the nodes be known. Typically, each or
some of the MHs determine their own position through the use of the
Global Positioning System (GPS) or some other type of positioning
technique [Hightower2001]. The sender normally uses a location service
to determine the position of the destination node, and to incorporate it in
the packet destination address field. Here, the routing process at ¢ach
node is bagsed on the destination’s location available in the packet and the
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location of the forwarding node’s neighbors. As we can see, position-
based routing does not require establishment or maintenance of routes,
but this usually comes at the expense of an extra hardware. As a further
enhancement, position-based routing supports the delivery of packets to
all nodes in a given geographical region in a natural way, and this is
called geocasting which is discussed in the next chapter.

In the following sections we elaborate on the most prominent
protocols under each of these categories.

2.3 Topology-Based Routing Protocols

In this section we describe the protocols hereby termed as topology-
based. We start with those employing proactive approach, followed by
reactive ones, and hybrid schemes, and finally conclude with a
comparison amongst them.

2.3.1 Proactive Routing Approach

In this section, we consider some of the important proactive routing
protocols.

2.3.1.1 Destination-Sequenced Distance-Vector Protocol

The destination-sequenced distance-vector (DSDV) [Perkins1994] is
a proactive hop-by-hop distance vector routing protocol, requiring each
node to broadcast routing updates periodically. Here, every MH in the
network maintains a routing table for all possible destinations within the
network and the number of hops to each destination. Each entry is
marked with a sequence number assigned by the destination MH. The
sequence numbers enable the MHs to distinguish stale routes from new
ones, thereby avoiding the formation of routing loops. Routing table
updates are periodically transmitted throughout the network in order to
maintain consistency in the tables.

To alleviate potentially large network update traffic, two possible
types of packets can be employed: full dumps or small increment
packets. A full dump type of packet carries all available routing
information and can require multiple network protocol data units
(NPDUs). These packets are transmitied less frequently during periods of
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occasional movements. Smaller incremental packets are used to relay
only the information that has changed since the last full dump. Each of
these broadcasts should fit into a standard-size NPDU, thereby
decreasing the amount of traffic generated. The MHs maintain an
additional table where they store the data sent in the incremental routing
information packets. New route broadcasts contain the address of the
destination, the number of hops to reach the destination, the sequence
number of the information received regarding the destination, as well as
a new sequence number unique to the broadcast. The route labeled with
the most recent sequence number is always used. In the event that two
updates have the same sequence number, the route with the smaller
meiric 18 used in order to optimize (shorten) the path. MHs also keep
track of settling time of the routes, or the weighted average time that
routes to a destination could fluctuate before the route with the best
metric is received. By delaying the broadcast of a routing update by the
length of the settling time, MHs can reduce network traffic.

Note that if each MH in the network advertises a monotonically
increasing sequence number for itself, it may imply that the route just
got broken. For example, MH B in Figure 2.1 decides that its route to a
destination D is broken, it advertises the route to D with an infinite
metric. This resulis in any node A, which is currently routing packets
through B, to incorporate the infinite-metric route into its routing table
until node A hears a route to D with a higher sequence number.

2.3.1.2 The Wireless Routing Protocol

The Wireless Routing Protocol (WRP) [Murthy1996] is a table-
driven protocol with the goal of maintaining routing information among
all nodes in the network. Each node in the network is responsible for
maintaining four tables: Distance table, Routing table, Link-cost table,
and the Message Retransmission List (MRL) table. Each entry of the
MRL contains the sequence number of the update message, a re-
transmission counter, an acknowledgment-required flag vector with one
entry per neighbor, and a list of updates sent in the update message. The
MRL records which updates in an update message ought to be
retransmitted and neighbors need to acknowledge the retransmission.



24 AD HOC & SENSOR NETWORKS

MHs keep each other informed of ail link changes through the use of
update messages. An update message is sent only between the
neighboring MHs and contains a list of updates (the destination, the
distance to the destination, and the predecessor of the destination), as
well as a list of responses indicating which MHs should acknowledge
(ACK) the update. After processing updates from neighbors or detecting
a change in a link, mobile nodes send update messages to a neighbor.
Similarly, any new paths are relayed back to the original MHs so that
they can update their tables accordingly.

MHs learn about the existence of their neighbors from the receipt of
acknowledgments and other messages. If a MH does not send any
message for a specified time period, it must send a hello message to
ensure connectivity. Otherwise, the lack of messages from the MH
indicates the failure of that link and this may cause a false alarm.
Whenever a MH receives a hello message from a new MH, it adds this
new MH to its routing table and sends a copy of its routing table
information to this new MH.

Part of the novelty of WRP stems from the way in which it achieves
freedom from loops. In WRP, nodes communicate the distance and
second-to-last hop information for each destination in the network. WRP
belongs to the class of path-finding algorithms with an important
exception that it avoids the “count-to-infinity” problem by forcing each
node to perform consistency checks on predecessor information reported
by all its neighbors. This ultimately (although not instantaneously)
eliminates looping situations and provides faster route convergence if
and when a link failure occurs.

2.3.1.3 The Topology Broadcast based on Reverse Path Forwarding
Protocol

The Topology Broadcast based on Reverse Path Forwarding
(TBRPF) protocol [Bellur1999] considers the problem of broadcasting
topology information (including link costs and up/down status) to all
nodes of a communication network. This information, together with a
path selection algorithm, can be used by each node to compute preferred
paths to all destinations, i.e., to perform routing based on link states.
Most link-state routing protocols, including the Open Shortest Path First
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(OSPF) [Tanenbaum1996]), are based on flooding. In these protocols,
cach link-state update is sent on every link of the network. Although
flooding is useful in networks with high bandwidth links, it can consume
a significant percentage of link bandwidth in MANETs where the
network contains links with relatively low bandwidth.

The communication cost of broadcasting topology information can
be reduced if the updates are sent along spanning trees. However, there is
additional communication cost for maintaining these trees. The main
congcern here is whether the total communication cost is significanily less
as compared to this additional cost. The TBRPF protocol is based on the
extended reverse-path forwarding (ERPF) algorithm [Dalal1978), in
which messages generated by a given source are broadcast in the reverse
direction along the directed spanning tree formed by the shortest paths
from all nodes to the source. ERPF assumes the use of an underlying
routing algorithm by each node i in selecting the next node pfv) along
the shortest path to each destination (or broadcast source) v. The node
piv} then becomes the parens of { on the broadcast tree rooted at source
v. Each node informs its parent of this selection, so that each parent
becomes aware of its children for each source. A node i receiving a
broadcast message originating from source v from its parent pfv)
forwards the message to its children for source v (if it has children).
ERPF is not reliable when the shortest paths can change due to the
dynamic topology [Dalal1978]. In fact, since ERPF is not reliable, the
underlying routing algorithm should not depend on ERPF for topology
broadcast.

TBRPF combines the concept of ERPF with the use of sequence
numbers to achieve reliability, and the computation of minimum-hop
paths based on the topology information received along the broadcast
tree rooted at the source of the information. Since minimum-hop paths
are computed, each source node broadcasts link-state updates for its
outgoing links along a minimum-hop tree rooted at the source. Therefore,
a separate broadcast tree is created for each source. The use of minimum-
hop trees instead of shortesi-path trees (based on link costs) results in
less frequent changes in the broadcast trees and therefore less
communication cost to maintain the trees.
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TBRPF has the following chicken-egg paradox: it computes the
paths for the broadcast trees based on the information received along the
trees themselves. Thus, the correctness of TBRPF is not obvious.
However, it is shown in [Bellur1999] that every MH knows the correct
topology in finite time using TBRPF, if no topology changes occur for
some time.

TBRPF is a simple, practical protocol that generates less
update/control traffic than flooding and is therefore especially useful in
networks that have frequent topology changes and have limited
bandwidth.

2.3.1.4 The Optimized Link State Routing Protocol

The Optimized Link State Routing (OLSR) protocol [Jacquet2001] is
a proactive protocol based on the link state algorithm. In a pure link state
protocol, all the links with neighboring nodes are declared and are
flooded in the entire network. OLSR protocol is an optimization of a
pure link state protocol for MANETS. First, it reduces the size of control
packets: instead of all links, it declares only a subset of links amongst its
neighbors which serves as its multipoint relay selectors (described next).
Secondly, it minimizes flooding of this control traffic by using only the
selected nodes, called multipoint relays, in diffusing its messages
throughout the network.

Apart from normal periodic control messages, the protocol does not
generate extra control traffic in response to link failures or additions. The
protocol keeps the routes for all the destinations in the network, hence it
is beneficial for the traffic patterns with a large subset of MHs are
communicating with each other, and the <source, destination> pairs are
also changing with time. The protocol is particularly suitable for large
and dense networks, as the optimization done using the multipoint relays
works well in this context.

OLSR is designed to work in a completely distributed manner and
thus does not depend upon any central entity. It does not require a
reliable transmission for its control messages: each node sends its control
messages periodically, and can therefore sustain a loss of some packets
from time to time, which happens very often in radio networks due to
collisions or other transmission problems. In addition, OLSR does not
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need an in-order delivery of its messages: each control message contains
a sequence number of most recent information therefore reordering can
be done at the receiving end. OLSR protocol performs hop-by-hop
routing, i.e., each node uses its most recent information to route a packet.
Therefore, when a node is moving, its packets can be successfully
delivered to it, if its speed is such that its movement could at least be
followed in its neighborhood.

2.3.1.4.1 Multipoint Relays

The idea of multipeint relays [HIPERLAN1996] is to minimize the
flooding of broadcast packets in the network by reducing duplicate
retransmissions in the same region. Each MH in the network selects a set
of neighboring MHs, to retransmit its packets and is called the multipoint
relays (MPRs) of that node. The neighbors of any nede N which are not
in its MPR set, receive the packet but do not retransmit it. Every
broadcast message coming from these MPR Selectors of a node is
assumed to be retransmitted by that node. This set can change over time
and is indicated by the selector nodes in their hello messages.

Each node selects its multipoint relay set MPR among its one hop
neighbors in such a manner that the set covers (in terms of radio range)
all the nodes that are two hops away. The smaller is the multipoint relay
set, the more optimal is the routing protocol. Figure 2.2 shows the
multipoint relay selection around MH N.

Multipoint relays are selected among the one-hop neighbors with a
bi-directional link. Therefore, selecting the route through multipoint
relays automatically avoids the problems associated with data packet
transfer on vnidirectional links.

2.3.1.5 The Source Tree Adaptive Routing Protocol

Unlike most of the other proactive ad hoc routing approaches, the
Source Tree Adaptive Routing (STAR) protocol [Garcia-Luna-
Aceves1999] does not use periodic messages to update its neighbors.
STAR is an attempt to create the same routing performance as the other
proactive protocols and still be equal or better on bandwidth efficiency.
To be able to do this, on demand route optimization has been put aside
and the routes are allowed to be non-optimal to save bandwidth.
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Figure 2.2 — Multipoint relays [Taken from [EEE Publication Jacquet2001]

However, STAR depends on an underlying protocol which must
reliably keep track of the neighboring MHs. This could be implemented
with periodic messages, but is not required. In addition to this, the link
layer must provide reliable broadcasting, or else this feature will have to
be implemented into STAR with an extra routing rule.

2.3.2 Reactive Routing Approach

In this section, we describe some of the most cited reactive routing
protocols.

2.3.2.1 Dynamic Source Routing

The Dynamic Source Routing (DSR) [Brochl998, Johnson1996]
algorithm is an innovative approach to routing in a MANET in which
nodes communicate along paths stored in source routes carried by the
data packets. It is referred to as one of the purest examples of an on-
demand protocol [Perking2001].

In DSR, MHs maintain route caches that contain the source routes
which the MH is aware of. Entries in the route cache are continually
updated as new routes are learned. The protocol consists of two major



Chapter 2: Routing in Ad Hoc Networks 29

phases: route discovery and route maintenance. When a MH has a packet
to send to some destination, it first consults its route cache to determine
whether it already has a route to the destination. If it has a route to the
destination, it will use this route to send the packet. On the other hand, if
the MH does not have such an unexpired route, it initiates route
discovery by broadcasting a route request packet. This route request
contains the address of the destination, along with the source MH’s
address and a unique identification number. Each node receiving the
packet checks whether it knows of a route to the destination. If it does
not, it adds its own address to the route record of the packet and then
forwards the packet along its outgoing links. To limit the number of
route requests propagated on the outgoing links of a MH, a MH only
forwards the route request if it has not yet seen the request and if the
mobile MH’s address does not already appear in the route record.

A route reply is generated when the route request reaches either the
destination itself, or an mntermediate node that tn its route cache contains
an unexpired route to the destination. By the time the packet reaches
either the destination or such an intermediate node, it contains a route
record with the sequence of hops taken. Figure 2.3(a) illustrates the
formation of the route as the route request propagates through the
network. If the node generating the route reply is the destination, it
places the route record contained in the route request into the route reply.
If the responding node is an intermediate node, it appends its cached
route to the route record and then generates the route reply. To return the
route reply, the responding node must have a route to the initiator. If it
has a route to the initiator in its route cache, it may use that route.
Otherwise, if symmetric links (defined in Chapter 1) are supported, the
node may reverse the route in the route record. If symmetric links are not
supported, the node may initiate its own route discovery and piggyback
the route reply on the new route request. Figure 2.3(b) shows the
transmission of route record back to the source node.

Route maintenance is accomplished through the use of route error
packets and acknowledgments. Route error packets are generated at a
node when the data link layer encounters a fatal transmission problem.
When a route error packet is received, the hop in error is removed from
the node’s route cache and all routes containing the hop are truncated at
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that point. In addition to route error messages, acknowledgments are
used to verify the correct operation of the route links. These include
passive acknowledgments, where a MH is able to hear the next hop
forwarding the packet along the route.
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Figure 2.3(a) — Route discovery in DSR

DSR also supports multi-path in its design as a built-in feature with
no need for extra add-ons. This comes in very handy when a route fails,
another valid route can be obtained from the route cache if one exists. In
other words, the route cache itself possesses the mulii-path capability by
allowing the storage of more than one route to a destination.

Source o
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Figure 2.3(b) — Propagation of route reply in DSR

2.3.2.2 The Ad Hoc On-Demand Distance Vector Protocol

The Ad Hoc On-Demand Distance Vector (AODV) routing protocol
[Perkins1999] is basically a combination of DSDV and DSR. It borrows
the basic on-demand mechanism of Route Discovery and Route
Maintenance from DSR, plus the use of hop-by-hop routing, sequence
numbers, and periodic beacons from DSDV. AODV minimizes the
number of required broadcasts by creating routes only on-demand basis,
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as opposed to maintaining a complete list of routes as in the DSDV
algorithm. Authors of AODV classify it as a pure on-demand route
acquisition system since MHs that are not on a selected path, do not
maintain routing information or participate in routing table exchanges. It
supports only symmetric links with two different phases:

Route Discovery, Route Maintenance; and
¢ Data forwarding.

When a source MH desires to send a message and does not aiready
have a valid route to the destination, it initiates a path discovery process
to locate the corresponding MH. It broadcasts a route request (RREQ)
packet to its neighbors, which then forwards the request to their
neighbors, and so on, until either the destination or an intermediate MH
with a “fresh enough” route to the destination is reached. Figure 2.4(a)
illustrates the propagation of the broadcast RREQs across the network.
AODV utilizes destination sequence numbers to ensure all routes are
loop-free and contain the most recent route information. Each node
maintains its own sequence number, as well as a broadcast ID. The
broadcast ID is incremented for every RREQ the node initiates, and
together with the node’s IP address, uniquely identifies an RREQ. Along
with the node’s sequence number and the broadcast ID, the RREQ
includes the most recent sequence number it has for the destination.
Intermediate nodes can reply to the RREQ only if they have a route to
the destination whose corresponding destination sequence number is
greater than or equal to that contained in the RREQ.

During the process of forwarding the RREQ, intermediate nodes
record in their route tables the address of the neighbor from which the
first copy of the broadcast packet was received, thereby establishing a
reverse path. If additional copies of the same RREQ are later received,
they are discarded. Once the RREQ reaches the destination or an
intermediate node with a fresh enough route, the destination/intermediate
node responds by unicasting a route reply (RREP) packet back to the
neighbor from which it first received the RREQ (Figure 2.4(b)). As the
RREP is routed back along the reverse path, nodes along this path set up
forward route entries in their route tables that point to the node from
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which the RREP came. Associated with each route entry is a route timer
which causes the deletion of the entry if it is not used within the specified
lifetime. Because the RREP is forwarded along the path established by
the RREQ, AODYV only supports the use of symmetric links.

Figure 2.4(b) — Path taken by the RREP in AODV

Routes are maintained as follows. If a source node moves, it is able
to reinitiate the route discovery protocol to find a new route to the
destination. If a node along the route moves, its upstream neighbor
notices the move and propagates a link failure notification message (an
RREP with infinite metric) to each of its active upstream neighbors to
inform them of the breakage of that part of the route. These nodes in turn
propagate the link failure notification to their upstream neighbors, and so
on until the source node is reached. The source node may then choose to
re-initiate route discovery for that destination if a route is still desired.
An important aspect of the protocol is the use of hello messages as
periodic local broadcasts to inform each MH in its neighborhood. Hello
messages can be used to matintain the local connectivity in the form of
beacon signals. However, the use of hello messages may not be required
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at ali times. Nodes listen for re-transmission of data packets to ensure
that the next hop is still within reach. If such a re-transmission is not
heard, the node may use techniques to determine whether the next hop is
within its communication range. The hello messages may also list other
nodes from which a mobile node has recently beard, thereby yielding
greaier knowledge of network connectivity.

AQDV is designed for unicast routing only, and multi-path is not
supported. In other words, only one route to a given destination can exist
at a time. However, enhancements have been proposed which extend the
base AODV to provide multi-path capability, and it is known as Multi-
path AODV (MAODV} [Marina2001].

2.3.2.3 Link Reversal Routing and TORA

The Temporally Ordered Routing Algorithm (TORA) [Park1997] is
a highly adaptive loop-free distributed routing algorithm based on the
concept of link reversal. It is designed to minimize reaction to
topological changes. A key design concept in TORA is that it decouples
the generation of potentially far-reaching control messages from the rate
of topological changes. Such messaging is typically localized to a very
small set of nodes near the change without having to resort to a complex
dynamic, hierarchical routing solution. Route optimality (shortest-path)
is considered of secondary importance, and longer routes are often used
if discovery of newer routes could be avoided. TORA is also
characterized by a multi-path routing capability.

Each node has a height with respect to the destination that is
computed by the routing protocol. Figure 2.5 illustrates the use of the
height metric. It is simply the distance from the destination node.

TORA is proposed to operate in a highly dynamic mobile
networking environment. It is source initiated and provides multiple
routes for any desired source/destination pair. To accomplish this, nodes
need to mainiain routing information about adjacent (one-hop) nodes.
The protocol performs three basic functions:

* Route creation,
Route maintenance, and
¢ Route erasure.
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Figure 2.5 — TORA height metric

From each node to each destination in the network, a separate
directed acyclic graph (DAG) is maintained. When a node needs a route
to a particular destination, it broadcasts a QUERY packet containing the
address of the destination for which it requires a route. This packet
propagates through the network until it reaches either the destination, or
an intermediate node having a route to the destination. The recipient of
the QUERY then broadcasts an UPDATE packet, listing its height with
respect to the destination. As this packet propagates through the network,
each node that receives the UPDATE sets its height to a value greater
than the height of the neighbor from which the UPDATE has been
received. This has the effect of creating a series of directed links from the
original sender of the QUERY to the node that initially generated the
UPDATE. When a node discovers that a route to a destination is no
longer valid, it adjusts its height so that it is a local maximum with
respect to its neighbors and transmits an UPDATE packet. If the node
has no neighbors of finite height with respect to this destination, then the
MH attempts to discover a new route as described above. When a node
detects a network partition, it generates a CLEAR packet that resets
routing state and removes invalid routes from the network.
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TORA is layered on top of IMEP, the Internet MANET
Encapsulation Protocol [Corson997), which is required to provide
reliable, in-order delivery of all routing control messages from a node to
each of its neighbors, pius notification to the routing protocol whenever a
link to cne of its neighbors is created or broken. To minimize overhead,
IMEP aggregates many TORA and IMEP control messages (which
IMEP refers to as objects) together into a single packet (as an object
block) before transmission. Each block carries a sequence number and a
response list of other nodes from which an ACK has not yet been
received, and only those nodes acknowledge the block when receiving it;
IMEP retransmits each block with some period, and continues to
retransmit it if needed for some maximum total period, after which
TORA is notified of each broken link to unacknowledged nodes. For link
status sensing and maintaining a list of a node’s neighbors, each IMEP
node periodically transmits a BEACON packet, which is answered by
each node hearing it with a HELLO packet.

As we mentioned earlier, during the route creation and maintenance
phases, nodes use the “height” metric to establish a DAG rooted at the
destination. Thereafter, links are assigned a direction (upstream or
downstream) based on the relative height metric of neighboring nodes as
shown in Figure 2.6(a). When node mobility causes the DAG route to be
broken, route maintenance becomes necessary to reestablish a DAG
rooted at the same destination. As shown in Figure 2.6(b), upon failure of
the last downstream link, a node generates a new reference level that
effectively coordipates a structured reaction to the failure, Links are
reversed to reflect the change in adapting to the new reference level.
Timing is an important factor for TORA because the “height” metric is
dependent on the logical time of a link failure; TORA assumes that all
nodes have synchronized clocks (accomplished via an external time
source such as the Global Positioning System). TORA’s metric
comprises of quintuple elements, namely:

* Logical time of a link failure,

The unique ID of the node that defined the new reference level,
A reflection indicator bit,

A propagation ordering parameter,

The unique ID of the node.
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Figure 2.6(a) — Propagation of the query message
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Figure 2.6(b) - Node's height updated as a result of the update message

The first three elements collectively represent the reference level. A
new reference level is defined each time a node loses its last downstream
link due to a link failure. TORA’s route erasure phase essentially
involves flooding a broadcast clear packet (CLR) throughout the network
to erase invalid routes. In TORA, oscillations might occur, especially
when multiple sets of coordinating nodes concurrently detect partitions,
erase routes, and build new routes based on each other (Figure 2.7).
Because TORA uses inter-nodal coordination, its instability is similar to
the “count-to-infinity” problem, except that such oscillations are
temporary and the route uitimately convergences. Note that TORA is
partially proactive and partially reactive. It is reactive in the sense that
route creation is initiated on-demand. However, route maintenance is
done on a proactive basis such that multiple routing options are available
in case of link failures.
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Figure 2.7 ~ Route maintenance in TORA

2.3.3 Hybrid Routing Approach

Even though sometimes not explicit, most hybrid protocols do try to
employ some sort of hierarchical arrangement (or pseudo hierarchy).
Usually, this hierarchy can be based either on the neighbors of a node or
in different partitions of the network. We now present some of the most
referred hybrid routing protocols for MANETS.

2.3.3.1 Zone Roufing Protocol

Zone Routing Protocol (ZRP) [Haas1998a, Haas1998b] is an
example of hybrid reactive and proactive schemes. It limits the scope of
the proactive procedure only to the node’s local neighborhood, while the
search being global throughout the network can be performed efficiently
by querying selected nodes in the network, as opposed to querying all the
network nodes. ZRP can be said to be a neighbor selection based
protocol. A node employing ZRP proactively maintains routes to
destinations within a local neighborhood, which is referred to as a
routing zone and is defined as a collection of nodes whose minimum
distance in hops from the node in question is no greater than a parameter
referred to as zone radius. Each node maintains its zone radius and there
is an overlap between neighboring zones.

The construction of a routing zone requires a node to first know who
its neighbors are. A neighbor is defined as a node that can communicate



38 AD HOC & SENSOR NETWORKS

directly with the node in question and is discovered through a MAC level
Neighbor discovery protocol (NDP). The ZRP maintains routing zones
through a proactive component called the Intrazone routing protocol
(IARP) which is implemented as a modified distance vector scheme, On
the other hand, the Interzone routing protocol (IERP) is responsible for
acquiring routes to destinations that are located beyond the routing zone,
The IERP uses a query-response mechanism io discover routes on-
demand. The IERP is distinguished from the standard flooding algorithm
by exploiting the structure of the routing zone, through a process known
as bordercasting. The ZRP provides this service through a component
called Border resolution protocol (BRP).

Bordercast is more expensive than the broadcast flooding used in
other reactive protocols. Nodes generally have many more border nodes
than neighbors. In addition, each bordercast message has to traverse
zone-radius hops to the border. Therefore, ZRP proposes a number of
mechanisms to reduce the cost of bordercast route requests [Haas1998a].
Redundancy suppressing mechanisms based on caching overhead traffic
include query detection, early termination and loop back termination.
The IARP topology information maintained at each node can be used for
backward search prevention and selective bordercasting. Selective
bordercasting is similar to the MPR selection used in OLSR; each node
selects a subset of its border nodes that achieves equivalent coverage,

The network layer triggers an IERP route query when a data packet
is to be sent to a destination that does not lie within its routing zone. The
source generates a route query packet, which is uniquely identified by a
combination of the source node’s ID and the request number. The query
is then broadcast to all the peripheral nodes of the source. Upon receipt
of a route query packet, a node adds its ID to the query. The sequence of
recorded node IDs specifies an accumulated route from the source to the
current routing zone. If the destination does not appear in the node’s
routing zone, the node bordercasts the query to its peripheral nodes. If
the destination is a member of the routing zone, a route reply is sent back
to the source, along the path specified by reversing the accumulated
route. A node discards any route query packet for a query that it has
previously encountered. An important feature of this route discovery
process is that a single route query can return multiple route replies. The



Chaprer 2: Routing in Ad Hoc Networks 39

quality of these returned routes can be determined based on some metric.
Then, the relative quality of the route can be used to select the best route.
Route failure is detected proactively, in conjunction with the IARP.
Failures may be repaired locally, in which case it may not even be
necessary to inform the source node. If necessary, a hop-limited local
request can be used to repair the route, or a route error message can be
set to re-initiate the route discovery from the source.

An adaptive and distributed configuration of each node’s routing
zone in ZRP provides a flexible solution [Samar2004]. This is possible
by incorporating local characteristics such as local route information for
global route discovery, etc. A substantial improvement is observed that
enhances the network scalability and routing robustness.

2.3.3.2 Fisheye State Routing

The Fisheye State Routing (FSR) protocol [Iwatal999] introduces
the notion of multi-level fisheye scope to reduce routing update overhead
in large networks. Nodes exchange link state entries with their neighbors
with a frequency that depends on distance to destination. From link state
entries, nodes construct the topology map of the entire network and
compute optimal routes. FSR tries to improve the scalability of a routing
protocol by putting most efforts in gathering data on the topology
information that is most likely to be needed soon. Assuming that nearby
changes to the network topology are those most likely to matter, FSR
tries to focus its view on nearby changes by observing them with the
highest resolution in time and changes at distant nodes are observed with
a lower resolution and less frequently. It is possible to interpret the FSR
as the one blurring the sharp boundary defined by the ZRP model.

2.3.3.3 Landmark Routing (LANMAR) for MANET with Group
Mobility

Landmark Ad Hoc Routing (LANMAR) [Pei2000] combines the
features of FSR and Landmark routing. The key feature is the use of
landmarks for each set of nodes which move as a group (e.g., a group of
soldiers in a battlefield) in order to reduce routing update overhead. Like
FSR, nodes exchange link state only with their neighbors. Routes within
Fisheye scope are accurate, while routes to remote groups of nodes are
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“summarized” by the corresponding landmarks. A packet directed to a
remote destination, initially aims at the landmark; as it gets closer to
destination it eventually switches to the accurate route provided by
Fisheye. In the original wired landmark scheme [Tsuchiyal988],
predefined hierarchical address of each node reflects its position within
the hierarchy and helps find a route to it. Each node knows the routes to
all the nodes within its hierarchical partition. Moreover, each node
knows the routes to various “landmarks™ at different hierarchical levels.
Packet forwarding is consistent with the landmark hierarchy and the path
is gradually refined from top-level hierarchy to lower levels as a packet
approaches the destination.

LANMAR borrows the notion of landmarks [Tsuchiya1988] o keep
track of logical subnets. A subnet consists of members which have a
commonality of interests and are likely to move as a “group” (e.g.,
soldiers in the battlefield). A “landmark™ node is elected in each subnet.
The routing scheme itself is a modified version of FSR. The main
difference is that the FSR routing table contains “all” nodes in the
network, while the LANMAR routing table includes only the nodes
within the scope and the landmark nodes. This feature greatly improves
scalability by reducing routing table size and update traffic overhead.
When a node needs to relay a packet, if the destination is within its
neighboring scope, the address is found in the routing table and the
packet is forwarded directly. Otherwise, the logical subnet field of the
destination is searched and the packet is routed towards the landmark for
that logical subnet, The packet, however, does not need to pass through
the landmark. Rather, once the packet gets within the scope of the
destination, it is routed directly.

The routing update exchange in LANMAR routing is similar to FSR.
Each node periodically exchanges topology information with its
immediate neighbors. In each update, the node sends entries within its
fisheye scope. It also piggybacks a distance vector with size equal to the
number of logical subnets and thus landmark nodes. Through this
exchange process, the table entries with larger sequence numbers replace
the ones with smaller sequence numbers.



Chapter 2: Routing in Ad Hoc Networks 41

2.3.3.4 Cluster-Based Routing Protocol

The Cluster-Based Routing Protocol (CBRP) [Jiangl998] is a
partitioning protocol emphasizing support for unidirectional links.
Clusters are defined by bi-directional links, but inter-cluster connectivity
may be obtained via a pair of unidirectional links. Each node maintains
two-hop topology information to define clusters. Each cluster includes an
elected cluster head, with which each member node has a bi-directional
link. Clusters may be overlapping or disjoint; however, cluster-heads
may not be adjacent.

In addition to exchanging neighbor information for cluster formation,
nodes must find and inform their cluster head(s) of the status of the
“gateway” nodes, cluster members which can be reached from a node
belonging to another cluster. Thus, each cluster-head has knowledge of
all the clusters with which it has bi-directional connectivity, possibly via
a pair of unrelated unidirectional links. The latter are discovered by
flooding adjacent cluster heads with a request for an appropriate link.
When a source has no route to a destination, it forwards a route request
to its cluster head. The cluster infrastructure is used to reduce the cost of
disseminating the request. When a cluster-head receives a request, it
appends to the request packet its ID, as well as a list of (non-redundant)
adjacent clusters, and rebroadcasts it. Each neighboring node which is a
gateway to one of these adjacent clusters unicasts the request to the
appropriate cluster head.

When the request reaches the destination, it contains a loose source
routing specifying a sequence of clusters, When the route reply is sent
from the destination back to the source, each intermediate cluster head
writes a complete source route into the reply, optimizing that portion of
the route based on its knowledge of cluster topology. Therefore, routes
need not pass through cluster heads. When the complete source route is
received at the source, it is used for data traffic.

As with DSR, intermediate nodes may generate new routes to take
advantage of improved routes or salvaged failed routes. Unlike DSR,
only cluster-level (two-hop neighborhood) information may be used for
this purpose: nodes do not attempt to cache network-scale topology
information.
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Table 2.1 summarizes the main characteristics of some of the most
prominent topology-based protocols discussed so far. The criteria used
for comparison are self-explanatory and have been exiensively ¢covered
in the previous sections.

Table 2.1 - An overview of protocol characteristics
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2.4 Position-Based Routing

In this section we discuss some ad hoc routing protocols that take
advantage of some sort of location information in the routing process
[Mauve2001]. Before delving into the forwarding schemes, it is of
paramount importance to discuss the principles and issues behind
position-based routing, as well as to look into location services.
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2.4.1 Principles and Issues

The philosophy of position-based routing is that it is necessary to
determine the location of the destination before a packet can be sent.
Generally, a location service takes this responsible. Existing location
services can be classified according to how many MHs have the service.
This can be either some specific nodes or all the network nodes.
Moreover, each location server may maintain the position of some
specific nodes or qil the nodes in the network. In the following
discussion on location services, we consider all four possible
combinations of some-for-some, some-for-all, all-for-some, and all-for-
all MHs.

In position-based routing, the forwarding decision by a MH is
essentially based on the position of a packet’s destination and the
position of the node’s immediate one-hop neighbor. Clearly, the position
of the destination is contained in the header of the packet. If a node
happens to know an accurate position of the destination, it may choose to
update the position of the packet before forwarding it. The position of the
neighbors is typically learned through one-hop broadcasts. These
beacons are sent periodically by all nodes and contain the position of the
sending node.

Three main packet forwarding schemes can be defined for position-
based routing:

Greedy forwarding;
Restricted directional flooding;
Hierarchical approaches.

For the first two, a node forwards a given packet to one (greedy
forwarding) or more (restricted directional flooding) one-hop neighbors
that are located closer to the destination than the forwarding node itself.
The selection of the neighbor in the greedy case depends on the
optimization criteria of the algorithm. It is fairly obvious that both
forwarding strategies may fail if there is no one-hop neighbor that is
closer to the destination than the forwarding node itself. Recovery
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strategies that cope with this kind of failure are also discussed later in
this chapter.

The third forwarding strategy is to form a hierarchy in order to scale
to a large number of MHs. In this chapter we investigate two
representatives of hierarchical routing that use greedy forwarding for
wide area routing and non-position based approaches for local area
routing,

Figure 2.8 depicis the two main building blocks, namely, location
service and forwarding strategy, that are required for position-based
routing, In addition, we illustrate potential classification criteria for the
various existing approaches.

Location Service Forwanding Strategy

Greedy forwarding
+ Restricted directional flooding

Sorne-for-some

i}?-?gf:;aarr.\:g » Next-hop selection
Alk-for-all * Recowery strategy

Hierarchical approaches

Figure 2.8 - Building blocks for position-based routing [Taken from IEEE Publication
Mauve2001]

2.4.2 Location Services

In order to learn the current position of a specific node, help is
needed from a location service. MHs register their current position with
this service. When a node does not know the position of a desired
communication partner, it contacts the location service and requests that
information. In classical one-hop cellular networks, there are dedicated
position servers (with well-known addresses) that maintain position
information about the nodes in the network. With respect to
classification, this is some-for-all approach as the servers are some
specific nodes, each maintaining the position information about a// MHs.

In MANETS, such centralized approach is viable only as an eternal
service that can be reached via non-ad hoc means. There are two main
reasons for this. First, it would be difficult to obtain the location of a
position server if the server is a part of the MANET itself. This would
represent a chicken-and-egg problem: without the position server it is not
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possible to get position information, but without the position information
the server cannot be reached. Second, since a MANET is dynamic, it
might be difficult to guarantee that at least one position server will be
present in a given MANET. In the following, we concentrate on
decentralized location services that are part of the MANET.

2.4.2.1 Distance Routing Effect Algorithm for Mobility

Within Distance Routing Effect Algorithm for Mobility (DREAM)
framework [Basagni1998], each node maintains a position database that
stores the location information about other nodes that are part of the
network. As a consequence, it can be classified as an all-for-all approach.
An entry in the position database includes a node identifier, the direction
of and distance to the node, as well as a time value that indicaies when
this information has been generated. Obviously, the accuracy of such an
entry depends upon its age. Each node running DREAM periodically
floods packets to update the position information maintained by the other
nodes. A node can control the accuracy of its position information
available to other nodes in two ways:

¢ By changing the frequency at which it sends position updates. This is
known as temporal resolution;

¢ By indicating how far a position update may travel before it is
discarded. This is known as spatial resolution.

The temporal resolution of sending updates is coupled with the
mobility rate of a node, i.e., the higher the speed is, more frequent the
updates will be. The spatial resolution is used to provide accurate
position information in the direct neighborhood of a node and less
accurate information at nodes farther away. The costs associated with
accurate position information at remote nodes can be reduced since
greater the distance separating two nodes is, slower they appear to be
moving with respect to each other. Accordingly, the location information
in routing tables can be updated as a function of the distance separating
nodes without compromising the routing accuracy. This is called as the
distance effect and is exemplified by Figure 2.9 where MH A is assumed
stationary, while MHs B and C are moving in the same direction at the
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same speed. From node A’s perspective, the change in direction will be
greater for node B than for node C. The distance effect allows low spatial
resolution areas far away from the target node, provided that
intermediate hops are able to update the position information contained
in the packet header. Based on the resulting routing tables, DREAM
forwards packets in the recorded direction of the destination node,
guaranteeing delivery by following the direction with a given probability.

Figure 2.9 — The distance effect in DREAM [Taken from IEEE Publication Mauve2001)

2.4.2.2 Quorum-Based Location Service

The concept of quorum systems is quite popular in distributed
systems and information replication in databases. Here, information
updates (write operations) are sent to a subset (quorum) of available
nodes, and information requests (read operations) are referred to a
potentially different subset. When these subsets are designed such that
their intersection is nonempty, it is ensured that an up-to-date version of
the sought-after information can always be found.

In [Haas1999], this scheme is employed to develop a location service
for MANETS. It is instructive to discuss this scheme through a sample
neiwork shown in Figure 2,10, A set of MHs is chosen to host position
databases, and this is illustrated by nodes 1-6 in Figure 2.10. Next, a
virtual backbone is constructed among the nodes of the subset by
utilizing a non-position-based ad hoc routing algorithm.

A MH sends position update messages to the nearest backbone node,
which then chooses a quorum of backbone nodes to host the position
information. In our example, node D sends its updates to node 6, which
might then select quorum A with nodes 1, 2, and 6 to host the
information. When a node S wants to obtain the position information, it
sends a query to the nearest backbone node, which in turn contacts
(through unicast or even multicast) the nodes of a (usually different)
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quorum. Node 4 might, for example, choose quorum B, consisting of
nodes 4, 5, and 6 for the query. Since, by definition, the intersection of
two quorum systems is nonempty, the querying node is guaranteed to
obtain at least one response with the desired position information. It is
important to timestamp position updates. If several responses are
received, the one representing the most current position update is
selected.

Figure 2.10 — Example of a quorum [Taken from IEEE Publication Mauve2001]

An important trade-off in quorum-based position services is that
larger the quorum set is, higher the cost for position updates and queries
are, while larger the number of nodes in the intersection of two quorums
will be. This improves resilience against unreachable backbone nodes.
Several methods on how to generate quorum systems with desired
properties can be found in [Haas1999]. The quorum-based position
service can be configured to operate as all-for-all, all-for-some, or some-
for-some approach, depending upon how the size of the backbone and
the quorum is chosen. However, it will typically work as some-for-some
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scheme with the backbone being a small subset of all available nodes and
a quorum being a small subset of the backbone nodes.

Another work based on quorums in presented in
[Stojmenovic1999a). Here, position information for the nodes is
propagated in a north-south direction. Whenever a node has to be
contacted whose position is not known, position information is searched
in east-west direction until the information is found.

2.4.2.3 Grid Location Service

The Gnd Location Service (GLS) [L12000, Morris2000] divides the
area that contains the MANET into a hierarchy of squares. In this
hierarchy, n-order squares contain exactly (n — 1)-order squares, forming
a so-called quadtree. Each node maintains a table of all other nodes
within the local first-order square. The table is constructed with the help
of periodic position broadcasis scoped to the area of the first order
square. We present GLS with the assistance of Figure 2.11.

To determine where to store position information, GLS establishes a
notion of near node IDs, defined as the least ID greater than a node’s
own ID. When node 10 in Figure 2.11 wants to distribute its position
information, it sends position updates to the respective node with the
nearest 1D in each of the three surrounding first-order squares. Therefore,
the position information is available at nodes 15, 18, 73, and at all nodes
that are in the same first-order square as node 10 itself. In the
surrounding three second-order squares, again the nodes with the nearest
ID are selected to host the node’s position (nodes 14, 25, and 29 in the
example of Figure 2.11). This process is repeated until the area of the
MANET has been fully covered. As we can see, the density of the
position information for a given node decreases logarithmically with the
distance from that node.

Now assume that node 78 wants to obtain the position of noede 10.
Firstly, it should locate a nearby node that knows about the position of
node 10. In our example, this is node 29. While node 78 does not know
that node 29 possesses the required position, it is able to discover this
information. To understand how this process works, it is important to
look at the position servers of node 29, Its position is stored in the three
surrounding first-order squares at nodes 36, 43, and 64. Note that each of
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Figure 2.11 — Example of GLS [Taken from IEEE Publication Mauve200[

these nodes, including node 29, are also automatically the ones in their
respective first-order square with the ID nearest to 10. Thus, there exists
a “trail” of descending node IDs from each of the squares of all orders to
the correct position server. Position queries for a node can now be
directed to the node with the nearest ID of which the querying node
knows. In our example, this would be node 36. The node with the nearest
ID does not necessarily know the node sought, but will know the node
with a nearer node ID. This would be node 29 in our example, which
happens to be the sought position server. This process continues until a
node that has the position information available is found.

Note that a node need not know the IDs of its position servers.
Position information is forwarded to a certain position (e.g., the lower
left comer) of each element in the quadtree and is then forwarded
progressively to nodes with closer IDs to ensure that the position
information reaches the correct node. Since GLS requires that all nodes
store the information on some other nodes, it can therefore be classified
as an all-for-some approach.

2.4,2.4 Homezone

Two almost identical location services have been proposed
independently in [Giordanol1999, Stojmenovicl1999b). Both use the
concept of a virtnal Homezone where position information for a node is
stored. By applying a well-known hash function to the node identifier, it
is possible to derive the position C of the Homezone for a node. All
nodes within a disk of radius R centered at C have to maintain position
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information for the node. Thus, as in the case of GLS, a position database
can be found by means of a hash function on which sender and receiver
agree without having to exchange information. If the Homezone is
sparsely populated, R may have to be increased, resulting in increasing R
for updates as well as for queries. Therefore the Homezone approaches
are also all-for-some approaches.

2.4.3 Forwarding Strategies

In this section we describe the three major forwarding strategies
employed in position-based routing.

2.4.3.1 Greedy Packet Forwarding

Using greedy packet forwarding, the sender of a packet includes an
approximate position of the recipient in the packet. This information is
gathered by an appropriate location service {(e.g., described in the
previous section). When an intermediate node receives a packet, it
forwards the packet to a neighbor lying in the general direction of the
recipient. Ideally, this process can be repeated until recipient has been
reached.

Typically, there are three different strategies a node can use to decide
to which neighbor a given packet should be forwarded. These are
illustrated in Figure 2,12, where node S and D denote the source and

Figure 2.12 — Greedy packet forwarding strategies [Taken from IEEE Publication
Mauve2001]
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destination nodes of a packet, respectively. The circle with radius r
indicates the maximum transmission range of node 5. One intuitive
strategy is to forward the packet to the node that makes the most progress
towards {i.e., closest to) node D. In Figure 2.12, this would be node C.
This strategy is known as most forward within r (MFR)} [Takagil984].
MEFR iries to minimize the number of hops a packet has to transverse in
order to reach node D.

MFR may be a good strategy in scenarios where the sender of a
packet cannot adjust the transmission signal strength to the distance
between the sender and receiver, However, in {Hou1986] it is shown that
a different strategy performs better than MFR in situations where the
sender can adapt its transmitting power. In nearest with forward
progress (NFP), the packet is transmitted to the nearest neighbor of the
sender which is in the direction of the destination. In Figure 2.12, this
would be node A. If all nodes employ NFP, the probability of packet
collisions is significantly reduced. Thus, the average progress of the
packet is calculated as p - f{a, b) where p is the likelihood of a successful
transmission without collision and f{a, &) is the progress of the packet
being successfully forwarded from a te 4 and is higher for NFP than for
MFR.

Another strategy for forwarding packets is compass routing, in which
the neighbor closer to the straight line between sender and destination is
selected [Kranakis1999]. In our example of Figure 2.12, this would be
node B. Compass routing tries to minimize the spatial distance a packet
travels. Finally, it is possible to let the sender randomly select one of the
nodes closer to the destination than itseif and forward the packet to that
node [Nelson1984]. This strategy minimizes the accuracy of information
needed about the position of the neighbors and reduces the number of
operations required o forward a packet.

Unfortunately, greedy routing may fail to find a path between a
sender and a destination, even though one does exist. This can be seen
through Figure 2.13, where the circle around node D has the radius of the
distance between nodes S and D, and circle around node S shows its
transmission range. Note that there exists a valid path from node S to
node D. The problem here is that node § is closer to the destination node
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D than any of the nodes in its transmission range. Greedy routing has
therefore reached a local maximum from which it cannot recover,

o

Figure 2.13 — Greedy routing failure

To counter this problem, it has been suggested that the packet should
be forwarded to the node with the least backward (negative) progress
[Takagi1984] if no node can be found in the forward direction. However,
this raises the problem of looping, which cannot occur when packets are
forwarded only toward the destination with positive progress. Other
studies [Houl986] suggest not to forward packets that have reached a
local maximum.

The face-2 algorithm [Bose1999] and the perimeter routing strategy
of the Greedy Perimeter Stateless Routing Protocol (GPSR) [Karp2000]
are (two similar recovery approaches based on planar graph traversal.
Both are performed on a per-packet basis and do not require nodes to
store any additional information. A packet enters the recovery mode
when it arrives at a local maximum. It returns to greedy mode when it
reaches a node closer to the destination than the node where the packet
entered the recovery mode. Planar graphs are graphs with non-
intersecting edges. A set of nodes in a MANET can be considered a



Chapter 2: Routing in Ad Hoc Networks 53

graph in which the nodes are vertices and an edge exists between two
vertices if they are close enough to communicate directly with each
other. The graph formed by a MANET is generally not planar, and an
example is in Figure 2.14 where the transmission range of each node
contains all other nodes.

Figure 2.14 — An ¢xample of a non-pianar graph [Taken from IEEE Publication
Mauve2001]

In order 1o construct a connected planar subgraph of the graph
formed by the nodes in a MANET, a well-known mechanism is
employed [Toussaint1980]: an edge between two nodes A and B is
included in the graph only if the intersection of the two circles with radii
equal to the distance between node A and B around those two nodes does
not contain any other nodes. For example, in Figure 2,14 the edge
between nodes A and C would not be included in the planar subgraph
since nodes B and D are contained in the intersection of the circles. It is
important to realize that each node can locally make the decision as to
whether an edge is within the planar subgraph, since each node knows
the position of all its neighbors.

Based on the planar subgraph, a simple planar graph traversal is used
to find a path toward the destination. The general concept is to forward
the packet on faces of the planar subgraph progressively closer to the
destination. Figure 2.15 shows how this traversal is carried out when a
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Figure 2.15 — Planar graph traversal [Taken from IEEE Publication Mauve2001]

packet is forwarded from node S toward node D on recovery mode. On
each face, the packet is forwarded along the interior of the face by using
the right hand rule: forward the packet on the next edge
counterclockwise from the edge on which it arrived. Whenever the line
between source and destination intersects the edge along which a packet
is about to be forwarded, check if this intersection is closer to the
destination than any other intersection previously encountered. If this is
true, switch to the new face bordering the edge the packet is about to
transverse. The packet is then forwarded om the next edge
counterclockwise to the edge it is about to be forwarded along before
switching faces. This algorithm guarantees that a path will be found from
the source to the destination in case at least one exists in the original non-
planar graph.

The header of a packet contains additional information such as the
position of the node where it entered recovery mode, the position of the
last intersection that caused a face change, and the first edge traversed on
the current face. Therefore, each node can make all routing decisions
based only on the information about its local neighbors. This includes
detection of an unreachable destination, when a packet traverses an
earlier visited edge for the second time.
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2.4.3.2 Restricted Directional Flooding

2.4.3.2.1 DREAM

In DREAM ({discussed earlier), the sender node S of a packet with
destination node D forwards the packet to all one-hop neighbors that lie
“in the direction of node D”. In order to determine this direction, a node
calculates the region that is likely to contain node D, called the expected
region. As depicted in Figure 2.16, the expected region is a circle around
the position of node D as it is known by nrode S. Since this position
information may be outdated, the radius r of the expecied region is set to
(1 — 1p)Vmaw» Where 1, is the current time, #, is the timestamp of the
position information node S has about node D, and v, is the maximum
speed that a node may travel in the MANET. Given the expected region,
the “direction towards node D for the example in Figure 2.16 is defined
by the line between nodes S and D and the angle ¢. The neighboring
nodes repeat this procedure using their information on node D’s position.
If a node does not have a one-hop neighbor in the required direction, a
recovery procedure has to be started. This procedure is not part of
DREAM specification.

2.4.3.2.2 Location-Aided Routing

The Location-Aided Routing (LAR) [Kol1998] protocol does not
define a location-based routing protocol, but instead proposes the use of

s

Figure 2.16 — Example of the expected region in DREAM [ Taken from IEEE Publication
Mauve2001]
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position information to enhance the route discovery phase of reactive ad
hoc routing approaches, which often use flooding as a means of route
discovery. Under the assumption that nodes have information about other
node’s positions, LAR uses this position information to restrict the
flooding to a certain area. This is carried out similar ito DREAM.

LAR exploits location information to limit the scope of route request
flood employed in protocols such as AODV and DSR. Such location
information can be obtained, for example, through GPS. LAR limits the
search for a route to the so-called request zone, determined based on the
expected location of the destination node at the time of route discovery.
Two concepts are important to understand how LAR works: Expected
Zone and Request Zone.

Let us first discuss what an Expected Zone is. Consider a node S that
needs to find a route to node D. Assume that node S knows that node D
was at location L at time fp. Then, the “expected zore” of node D, from
the viewpoint of node S at current time f,, is the region expected to
contain node D. For instance, if node § knows that node D travels with
average speed v, then § may assume that the expected zone is the circular
region of radius v(t; - tp), centered at location L (see Figure 2.17(a)). If
actual speed happens to be larger than the average, then the destination
may actually be outside the expected zone at time #;. Thus, expected zone
is only an estimate made by node S to determine a region that potentially
contains D at time ¢;.

@
L

(a) (b)
Figure 2.17 — Examples of expected zone

If node S does not know any previous location of node D), then node
S cannot reasonably determine the expected zone (the entire region that
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may potentially be occupied by the ad hoc network is assumed to be the
expected zone). In this case, LAR reduces to the basic flooding
algorithm. In general, having more information regarding mobility of a
destination node can result in a smaller expected zone as illustrated by
Figure 2.17(b).

Based on the expected zone, we can define the request zone. The
proposed LAR algorithms use flooding with one modification. Node S
defines (implicitly or explicitly) a request zone for the route request. A
node forwards a route request orly if it belongs to the request zone
(unlike the flooding algorithm in AODV and DSR). To increase the
probability that the route request will reach node D, the request zone
should include the expected zone (described above). Additionally, the
request zone may also include other regions around the request zone.

Based on this information, the source node S can thus determine the
four corners of the expected zone. For instance, in Figure 2.18 if node 1
receives the route request from another node, node 1 forwards the request
to its neighbors, because I determines that it is within the rectangular
request zone. However, when node J receives the route request, node J
discards the request, as node J is not within the request zone (see Figure
2.18).

A (Xs, Yd+R) boa v, B (Xd+R, Yd+R)|
¥ —em X
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R
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o

Expected Zone

X, Yp I{Xi, Yi)

$ {Xs, Ys) K C (Xd+R, ¥s)
Request Zone
{ Nenwork Space

Figure 2.18 — LAR scheme [Taken from Ko1998]
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This algorithm is called LAR scheme 1. The LAR scheme 2 is a
slight modification to include two pieces of information within the route
request packet: assume that node S knows the location (X4, Y4) of node
D at some time tp — the time at which route discovery is initiated by node
S is ¢, where t; = to. Node S calculates its distance from location (Xy;
Y4), denoted as DISTs, and includes this distance with the route request
message. The coordinates (Xy; Yg4) are also included in the route request
packet. With this information, a given node J forwards a route request
forwarded by 1 (originated by node S), if J is within an expected distance
from (X;4; Y4) than node L.

2.4.3.2.3 Relative Distance Micro-Discovery Ad Hoc Routing

The Relative Distance Micro-discovery Ad Hoc Routing (RDMAR)
routing protocol [Aggeloul999], an adaptive and scaleable routing
protocol, is well suited in large mobile networks whose rate of
topological changes is moderate. A key concept in its design is a typical
localized reaction to link failures to a very small region of the network
near the change. This desirable behavior is achieved through the use of a
flooding mechanism for route discovery, called Relative Distance Micro-
discovery (RDM). To accomplish this, an iterative algorithm calculates
an estimate of their RD given their previous RD, an average nodal
mobility and information about the elapsed time since they last
communicated. Based on the newly calculated RD, the query flood is
then localized to a limited region of the network centered at the source
node of the route discovery and with maximum propagation radius that
equals to the estimated relative distance.

In RDMAR, packets are routed between the stations of the network
by using routing tables which are stored at each station of the network.
Each routing table lists all reachable destinations, wherein for each
destination j, it includes: the “Default Router” field that indicates the
next hop node through which the current node can reach j, the “RD” field
which shows an estimate of the relative distance (in hops) between the
node and j, the “Time_Last_Update” (TLU) field that indicates the time
since the node last received routing information for j, a “RT_Timeour”
field which records the remaining amount of time before the route is
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considered invalid, and a “Route Flag” field which declares whether the
route to j is active. RDMAR comprises of two main algorithms:

® Route Discovery — When an incoming call arrives at node ¢ for
destination node j and there is no route available, i initiates a route
discovery phase. Here, i has two options; either to flood the network
with a route query in which case the route query packets are
broadcast into the whole network, or instead, limit the discovery in a
smaller region of the network, if some kind of location prediction
model for j can be established. In the latter case, the source of the
route discovery, i, refers to its routing table in order to retrieve
information on its previous relative distance with j and the time
elapsed since i last received routing information for j. Let us
designate this time as tyeion. Based on this information and assuming
a moderate velocity, Micro_Velocity, and a moderate transmission
range, Micro_Range, node i is then able to estimate its new relative
distance to destination node j in terms of actual number of hops. To
accomplish this, node i calculates the distance offset of DST
(DST _Offset) during togions and “adjusts” the result onto their
previous relative distance (RDM_Radius).

¢ Route Maintenance — An intermediate node i, upon receipt of a data
packet, first processes the routing header and then forwards the
packet to the next hop. In addition, node { sends an explicit message
to examine whether a bi-directional link can be established with the
previous node. RDMAR, therefore, does not assume bi-directional
links but in contrast nodes exercise the possibility of having bi-
directional links. If node i is unable to forward the packet because
there is no route available or a forwarding error occurs along the data
path as a result of a link or node failure, i may attempt a number of
additional re-transmissions of the same data packet, up to a
maximum number of retries. However, if the failure persists, node {
initiates a Route Discovery procedure.

2.4.3.3 Hierarchical Routing

In traditional networks, the complexity of the routing algorithm
handled by each node can be reduced tremendously by establishing some
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form of hierarchy. Therefore, it is a valid question to ask whether
position-based routing for MANETs can also benefit from the use of
hierarchy.

2.4.3.3.1 Terminodes Routing

One approach that combines hierarchical and position-based routing
18 a part of the Terminodes project [Blazevic2001] with two levels of
hierarchy [Blazevic2000]. Packets are routed according to a proactive
distance vector scheme if the destination is close (in terms of number of
hops) to the sending node. For long distance routing, a greedy position-
based approach is used. Once a long distance packet reaches the area
close to the recipient, it continues to be forwarded by means of the local
routing algorithm. It is shown by simulations in [Blazevic2000] that the
hierarchy can significantly improve the ratio of successfully delivered
packets and the routing overhead compared to conventional reactive ad
hoc routing protocols.

In order to prevent greedy forwarding for long distance routing from
encountering a local maximum, the sender includes a list of positions in
the packet header which are then traversed on its way to the sender. In
Terminodes routing, the sender requests this information from nodes it is
already in contact with (e.g., the nodes that are reachable using the local
routing protocol). Once a sender has this information, it needs to check at
regular intervals whether the path of positions is still valid or can be
improved.

2.4.3.3.2 Grid Routing

A second method for position-based ad hoc routing containing
hierarchical eclements is proposed within the Grid project [GRID
PROJECTwww]. The location proxy technique described in [Couto2001]
is similar to the Terminodes routing: a proactive distance vector routing
protocol is used at the local level, while position-based routing is
employed for long-distance packet forwarding. In Grid routing, however,
the hierarchy is not only introduced to improve scalability. The main idea
here is to have at least one position-aware node in each area to be used as
proxies. Packets that are addressed to a position-unaware node therefore
arrive at a position-aware proxy and are then forwarded according to the
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information of the proactive distance vector protocol. As a repair
mechanism for greedy long-distance routing, a mechanism called
Intermediate Node Forwarding (INF) is proposed [Couto2001]. If a
forwarding node has no neighbor with forward progress, it discards the
packet and sends a notification to the sender of the packet. The sender of
the packet then chooses a single intermediate position randomly for a
circle around the midpoint of the line between the sender and the
receiver. Packets have to traverse that intermediate position. If the packet
is discarded again, the radius of the circle is increased and another
random position is chosen. This is repeated until the packets are
delivered to the destination, or until a predefined number has been
attempted when the sender assuines that the destination is unreachable.

2.4.3.4 Other Position-Based Routing

Effectiveness of all position-based routing depends on the accuracy
of the location of the destination node. The GPS-based systems do not
provide good accuracy inside the building and the surrounding area can
be classified [Hatami2005] in the following five categories:

* Typical office environment with no line-of-sight (NLOS) with 50ns
delay spread.

* Large open space with 100ns delay spread with NLOS.
Large indoor or outdoor space with 150ns delay spread with NLOS.
Large indoor or outdoor space with line-of-sight and 140ns delay
spread.

¢ Large indoor or outdoor space with NLOS and 250ns delay spread.

The instantaneous received signal strength for a fixed location inside
a building is observed to vary with time due to shadow, fading and multi-
path reception. The closest neighbors’ location is observed to provide
good accuracy and reasonable performance under all categories. Existing
location based routing schemes use the last known destination location to
the source as the best zone estimate. Therefore, it is better to combine
location-based routing with specific geographical points known as
anchors {Blazevic2005] as selected by the source. These imaginary
locations assist in routing and are selected based on those nodes that
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could possibly assist in path discovery or could be based on geographical
node density maps at the source node.

2.4.4 Comparisons

In this section, we compare the location services and forwarding
strategies previously described. One key aspect of this comparison is
how the individual approaches behave with an increasing number of
nodes in the MANET. For the remainder of this section, we assume that
the density of nodes remain constant when the number of nodes
increases. Therefore, the area covered by the MANET has to increase as
the number of nodes increases.

2.4.4.1 Location Services

A comparison between different location-based routing is given in
[Stojmenovic2002, Hatami2005]. Table 2.2 summarizes various location
services using several different criteria, where n represents the number of
nodes and ¢ is a constant. The fype criterion indicates how many nodes
participate in providing location information and for how many other
nodes each node is required o maintain location information. The
communication complexity describes the average number of one-hop
transmissions required to look up or update a node’s position. The time
complexity measures the average time it takes to perform a position
update or position lookup. The amount of state required at each node to
maintain the position of other nodes is indicated by the state volume.
Some location services provide localized information by maintaining a
higher density or better quality of position information near the position
of the node. This may be important if the communication in a MANET is
mainly local. The robusiness of a location service is considered to be
low, medium, or high, depending on whether it takes the failure of a
single node, the failure of a small subset of all nodes, or the failure of all
nodes to render the position of a given node inaccessible. The
implementation complexity indicates how well the location service is
understood and how complex it is to implement and test it. We note that
this measure is highly subjective, while we have tried to be as fair as
possible.



Chapter 2: Routing in Ad Hoc Networks 63

Table 2.2 - Comparison of location services (n = number of nodes; ¢ = constant) [Taken
from IEEE Publication Mauve2001]

Criterisn DREAM Quorum gyziem CLS Homezone
Type All-for-all Some-for-some Al-for-sorme All-forsorme
Compuication Ote) O ) Olk ) Ol )
complexity (update)
Communication O(c) 0(,
Commsbon, O ) )| o)
Time complexaty Ofm) Q
(asdet) Ol ) ()| OLR)
Tome complexaty Qi)
State vobume Ofn) Qfe) Qloe(n)) Qfe)
Localized irformation | Yes No Yes No
Robustress High Medium Medum Madiim
Inplementation Lovr Hizh Medmin Lowr
conglexity

DREAM is fundamentally different from other position services, as
it requires all nodes to maintain position information about every other
node. The communication complexity of a position update and the
position information maintained by each node scales with O(n), while a
position query requires only a local lookup, which is independent of the
number of nodes. The time required to perform a position update in
DREAM is a linear function of the diameter of the network, leading to a
complexity of O ¥ ). Due to the communication complexity of position
updates, DREAM is the least scalable position service and, hence, is
inappropriate for large-scale and general purpose MANETSs. However, it
is suitable for specialized applications since it is very robust and provides
localized information in situations such as notifying an emergency.

The quorum system requires the same operations for position updates
and position lookups. In both cases, a constant number of nodes (the
quorum) must be contacted. Each of these messages has a
communication and time complexity that depends linearly on the



64 AD HOC & SENSOR NETWORKS

diameter of the network and thus scales with O(«/; ). The state
information maintained in the backbone nodes is constant, since an
individual backbone is formed for a fixed number of nodes. The general
robustness of the approach is medium, since the position of a node will
become unavailable if a significant number of backbone nodes fail.
However, the number of such nodes is a parameter that can be freely
configured for the position service. Furthermore, the position information
is kept spatially distributed and independent. Thus, the robustness seems
to be higher than that of GLS or Homezone. A major drawback of the
quorum system is its dependence on a non-position-based ad hoc routing
protocol for the virtual backbone, which tremendously increases the
implementation complexity and may compromise the scalability of this
approach. However, both position services offered by GLS and
Homezone can be thought of as special case of the quorum systems,
thereby overcoming this drawback.

GLS and Homezone are similar to each other in that each node
selects a subset of all available nodes as position servers. For Homezone,
position npdates and lookups need to be sent to the virtual home region
(VHR). The average distance from that region depends linearly on the
diameter of the network. Therefore, the communication and time
complexity of Homezone is O( Jn ) The state information is constant, as
each node should have a constant number of position servers in its
Homezone. The performance of GLS is dependent on how the
communicating nodes are distributed across the MANET. If they are
uniformly distributed, the number of position servers increases
logarithmically with the number of nodes. Due to the localized strategy
of forwarding updates and lookups, communication and time complexity
is just a constant factor larger than the Homezone and remains at O( Jn ).
The main tradeoff between GLS and Homezone is in providing localized
information and in the implementation complexity. GLS benefits greatly
if the communicating nodes are close to each other and therefore
outperforms Homezone for local communication. But, the behavior of
GLS in a dynamic environment and in the presence of node failures s
more difficult to control than that of Homezone. Despite of all this, we
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betieve that both GLS and Homezone appear very promising for
positioning services in general purpose MANETS.

2.4.4.2 Forwarding Strategies

Table 2.3 presents a summary of various forwarding strategies and
their evaluation criteria, where n represents the numnber of nodes. Type
describes the fundamental strategy used for packet forwarding, while the
communication complexity indicates the average number of one-hop
transmissions required to send a packet from one node to another node
with known position, The strategies need to tolerate different degrees of
inaccuracy with regard to the position of the receiver and is reflected by
the tolerable position tnaccuracy criterion. Furthermore, the forwarding
requires all-for-all location service criterion indicates whether the
forwarding strategy requires all-for-all location service in order to work
properly. The robustness of an approach is high if the failure of a single
intermediate node does not prevent the packet from reaching its
destination. Its value is medium if the failure of a single intermediate
node might lead to the loss of the packet but does not require the setup of
a new route. Finally, the robustness is low if the failure of an individual
node might result in packet loss and requires setting up a new route. By
definition, the position-based strategies do not maintain routes and
therefore have, at least, medium robustness. As for the location service,
the implementation complexity describes how complex it is to implement
and test a given forwarding strategy.

Greedy forwarding is efficient, with a communication complexity of
O(+r ), and is well suited for use in MANETSs with a highly dynamic
topology. The face-2 algorithm [Bose1999] and the perimeter routing of
GPSKR [Karp2000Q] are currently the most advanced recovery strategies.
One drawback of the current greedy approaches is that the position of the
destination needs to be known with an accuracy of a one-hop
transmission range, or e¢lse the packets cannot be delivered.. The
robustness is medium, as the failure of an individual node may cause the
loss of a packet in transit. However, it does not require setting up a new
route as would be the case in topology-based routing protocols. Due to
repair strategy like face-2 or perimeter routing, we consider the
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implementation efforts to be of medium complexity.

Table 2.3 — Comparison of forwarding schemes (n = number of nodes) [Taken from IEEE

Publication Mauove2(01]
Criterion Greedy DREAM LAR Terminodes Grid

Type Greedy Restricted Restricted Hierarchical Hierarchical

directional directional

flooding flonding
Communication Oin) {m)
commeation | Of ) O(Vn) O(Vn)
Tolerable Transmission Expected Expected Short-distance | Short-distance
pasition range region region routing range routing range
LNACCUracy
Requires all- No Yes No Ne No
for-all lacation
service
Robustpess Medium High High Medium Medium
Implementation | Medium Low Low High High
complexity

Restricted directional flooding, as in DREAM and LAR, has
communication complexity of O(n) and therefore does not scale well for
large networks with a high volume of data transmissions. One difference
between DREAM and LAR is that in DREAM, it is expected that
intermediate nodes update the position of the destination when they have
better information than the sender of the packet, while this is not the case
in LAR. As a result, DREAM packet forwarding requires and makes
optimal use of all-for-all location service, while LAR can work with any
location service but does not benefit much form an all-for-ail location
service if one is used. Both approaches are very robust against the failure
of individual nodes and position inaccuracy, and are very simple to
implement. This qualifies them for applications that require high reliability
and fast message delivery for very infrequent data transmissions,

Both Terminodes [Blazevic2001] and Grid [Couto2001] routing
provide hierarchical approaches to position-based ad hoc routing. For
long-distance routing, both us¢ a greedy approach and therefore have
characteristics similar to those of greedy forwarding. However, the use of
non-position-based approach at the local level, make them tolerant to
position inaccuracy, while being significantly more complex to
implement. Grid routing allows position-unaware nodes to use position-
aware nodes as proxies in order to participate in the MANET, while for
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Terminodes, a GPS-free positioning service has been developed. The
probabilistic repair strategy proposed by Grid is simpler and requires less
state information than that of Terminodes. On the other hand, it may fail
in cases where the Terminodes succeeds in finding a path from the
sender to the destination.

2.5 Other Routing Protocols

There are plenty of routing protocols for MANETS, and the most
important ones have been covered in detail. However, below we describe
some other routing protocols which employ optimization criteria
different from the ones described earlier.

2.5.1 Signal Stability Routing

Unlike the algorithms described so far, the on-demand Signal
Stability-Based Adaptive Routing protocol (SSR) [Dubel997] selects
routes based on the signal strength (weak or strong) between nodes and a
node’s location stability. This route selection criterion of SSR has the
effect of choosing routes that have “stronger” connectivity
{Chlamtac1986]. Basically, SSR is comprised of two cooperative
protocols, namely, the Dynamic Routing Protocol (DRP) and the Static
Routing Protocol (SRP).

The DRP is responsible for the maintenance of Signal Stability Table
(SST) and the Routing Table (RT). After processing the packet and
updating the appropriate tables, DRP passes the packet to the SRP. The
SRP of a node processes by passing the packet up the stack if it is the
intended receiver, or looks up in the routing table for the destination and
forwards the packet if it is not. If no entry is found in the routing table
for the destination, a route search process is initiated. One difference
between route-discovery-procedure used in SSR with respect to that
employed in AODV is that route requests are only forwarded to the next
hop in SSR if they are received over strong channels.

If there is no route reply received at the source within a specified
timeout period, the source changes the PREF field in the packet header to
indicate that weak channels have been accepted, as these may be the only
links over which the packet can be propagated. When a failed link is
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detected in the network, route error packets are sent and another search
process is initiated. The source also sends an erase message to notify all
the nodes about the broken link.

2.5.2 Power Aware Routing

In this protocol, power-aware metrics [Singh1998, Jin2000] are used
for determining routes in MANETs. It has been shown that using these
metrics in a shortest-cost routing algorithm reduces the cost/packet of
routing packets by 5 - 30 percent over shortest-hop routing (this cost
reduction is on top of a 40-70 percent reduction in energy consumption
over the MAC layer protocol! used). Furthermore, using these new
metrics ensures that mean time to node failure is increased significantly,
while packet delays do not increase. A recent work [Lee2000]
concentrates on selecting a route based the traffic and congestion
characteristics in the network.

2.5.3 Associativity-Based Routing

This is a totally different approach in mobile routing. The
Associativity-Based Routing (ABR) [Toh1997] protocol is free from
loops, deadlock, and duplicate packets. A fundamental objective of ABR
is to derive long-lived routes for ad hoc networks. In ABR, a route is
selected based on a metric that is known as the degree of association
stability. Each node periodically generates a beacon to signify its
existence. When received by neighboring nodes, this beacon causes their
associativity tables to be updated. For each beacon received, the
associativity tick of the current node with respect to the beaconing node
is incremented. A high (low) degree of association stability may indicate
a low (high) state of the node mobility. Associativity ticks are reset when
the neighbors of a node or the node itself move out of the proximity. The
three phases of ABR are:

* Route discovery;
*  Route reconstruction (RRC);
* Route deletion.



Chaprer 2: Routing in Ad Hoc Networks 69

The route discovery phase is accomplished by a broadcast query and
await-reply (BQ-REPLY) cycle. A node desiring a route broadcasts a BQ
message in search of MHs that have a route to the destination. All nodes
receiving the query (that are not the destination) append their addresses
and their associativity ticks with their neighbors along with QoS
information to the query packet. A successor node erases its upstream
node neighbors’ associativity tick entries and retains only the entry
concerned with itself and tts upstream node. In this way, each resultant
packet arriving at the destination contains the associativity ticks of the
nodes along the route to the destination. If multiple paths have the same
overall degree of association stability, the route with the minimum
number of hops is selected. The destination then sends a REPLY packet
back to the source along this path. Nodes propagating the REPLY mark
their routes as valid. All other routes remain inactive, and the possibility
of duplicate packets arriving at the destination is avoided.

RRC may counsist of partial route discovery, invalid route erasure,
valid route updates, and new route discovery, depending on which
node(s) along the route move. Movement by the source results in a new
BQ-REPLY process. When the destination moves, the immediate
upstream node erases its route and determines if the node is still
reachable by a localized query (LQ[H]) process, where H refers to the
hop count from the upstream node to the destination. If the destination
receives the LQ packet, it REPLYs with the best partial route; otherwise,
the initiating node times out and the process backtracks to the next
upstream node. Here, a RN message is sent to the next upstream node to
erase the invalid route and inform this node that it should invoke the
LQ[H] process. If this process results in backtracking more than halfway
to the source, the LQ process is discontinued and a new BQ process is
initiated at the source,

2.5.4 QoS Routing

All the routing protocols discussed so far have been proposed either
for routing messages along the shortest available path or within some
system-level requirement. Routing applications using these paths may
not be adequate for applications which require QoS (e.g., real-time
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applications). In this section we overview some routing schemes that can
support QoS in MANETS.

Figure 2.19 illustrates an example where nodes are labeled as A, B,
C, ..., J. The numbers along each edge represent the available bandwidths
of the wireless links. If we want to find a route from a source node A to a
destination node G, conventional routing using shortest path (in terms of
number of hops) as a metric, selects the route A-B-H-G. However, the
QoS-based route selection process from node A to node G with a
minimum bandwidth of 4 would use A-B-C-D-E-F-G as one possible
path over the shortest path route A-B-H-G.

B Shortest path
* = QoS satisfying path

Figure 2.19 — A QoS3 routing example in a MANET

The QoS-aware path is determined within the constraints of
bandwidth, minimal search, distance, and traffic conditions. To date,
only a few QoS-aware routing protocols have been proposed for
MANETs and we review the most prominent ones in the following
sections.

2.5.4.1 Core Extraction Distributed Ad Hoc Routing

The Core Extraction Distributed Ad Hoc Routing (CEDAR)
algorithm [Sinhal999] is a partitioning protocol proposed as a QoS
routing scheme for small to medium size MANETSs consisting of tens to
hundreds of nodes. It dynamically establishes the core of the network,
and then incrementally propagates the link states of stable high-
bandwidth links to the core nodes. CEDAR has three key components:

¢ Core Extraction: A set of nodes is elected to form the core that
maintains the local topology of the nodes in its domain, and also
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performs route computation. The core nodes are elected by
approximating a minimum dominating set of the MANET.

¢ Link State Propagation: QoS routing in CEDAR is achieved by
propagating the bandwidth availability information of stable links to
all core nodes. The basic idea is that the information about stable
high-bandwidth links can be made known to the nodes far away in
the network, while information about the dynamic¢ or low bandwidth
links remains within the local area.

¢ Route Computation: Route computation first establishes a core path
from the domain of the source to the domain of the destination.
Using the directional information provided by the core path, CEDAR
iteratively tries to find a partial route from the source to the domain
of the furthest possible node in the core path, satisfying the requested
bandwidth. This node then becomes the source of the next iteration.

In the CEDAR approach, the core provides an efficient and low-
overhead infrastructure to perform routing, while the state propagation
mechanism ensures availability of link-state information at the core
nodes without incurring high overheads.

2.5.4.2 Incorporating QoS in Flooding-Based Route Discovery

A ticket-based probing algorithm with imprecise state model has
been proposed in [Chen1998] for discovering a QoS-aware routing path,
by issuing a number of logical tickets to limit the amount of flooding
(routing) messages. When a probing message arrives at a node, it may be
split into multiple probes and forwarded to different next-hops with each
child probe containing a subset of the tickets from their parents. When
one or more probe(s) arrive(s) at the destination, the hop-by-hop path
known and delay/bandwidth information can be used to perform resource
reservation for the QoS-satisfying path.

In wired networks, a probability distribution can be calculated for a
path based on delay and bandwidth information. In a MANET, however,
building such a probability distribution is not suitable because wireless
links are subject to breakage and state information is inaccurate.
Therefore, a simple imprecise model has been proposed using the history
and current (estimated) delay variations which is represented as a range
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of [delay - &, delay + ). To adapt to the dynamic topology of MANETS,
this algorithm allows different level of route redundancy. When a node
detects a broken path, it notifies the source node which will reroute the
connection through a new feasible path, and notifies the nodes along the
old path to release the corresponding resources. Unlike the re-routing
technique, the path-repairing technique does not find a completely new
path. Instead, it tries to repair the path using local reconstructions.

Another approach for integrating QoS in the flooding-based route
discovery process has been proposed in [Li2002). This proposed
positional attribute-based next-hop determination approach (PANDA)
discriminates the next hop nodes based on their location or capabilities.
When a route request is broadcast, instead of using a random broadcast
delay, the receivers opt for a delay proportional to their abilities in
meeting the QoS requirements of the path. The decisions at the receiver
side are made on the basis of a predefined set of rules. Thus, the end-to-
end path will be able to satisfy the QoS constraints as long as it is intact.
A broken path will initiate the QoS-aware route discovery process.

2.5.4.3 QoS Support Using Bandwidth Calculations

An available bandwidth calculation algorithm for MANETs where
time division multiple access (TDMA) is employed for communications
is proposed in [Lin1999]. This algorithm involves end-to-end bandwidth
calculation and allocation and, the source node can determine the
resource availability for supporting the required QoS. This approach is
particularly useful in call admission control. In wired networks, the path
bandwidth is the minimum available bandwidth of the links along the
path. In time-slotted ad hoc networks, however, bandwidth calculation is
much harder. In general, we not only need to know the free slots on the
links along the path, but also need to determine how to assign the free
slots at each hop. Figure 2.20 illustrates a simple example, where time
slots 1, 2, and 3 are free between nodes A and B, and slots 2, 3, and 4 are
free between nodes B and C. Assume node A wants to send some data to
node C. Note that there will be collisions at node B if node A tries to use
all three slots 1, 2, and 3 to send data te node B while node B is using
one or both slots 2 and 3 to send data to node C. Thus, we have to
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somehow divide the common free siots 2 and 3 between the two links,
namely, from node A to node B, and from node B to node C.

Figure 2.20 - A bandwidth calculation example in a MANET

In TDMA systems, time is divided in slots which, in turn, are
grouped into frames. Each frame contains two phases: control and data
phases, During the control phase, each node takes turns to broadcast its
information to all of its neighbors in a predefined slot. Hence, at the end
of the control phase, each node has learned the free slots between itself
and its neighbors, Based on this information, bandwidth calculation and
assignment can be carried out in a distributed manner. Determining slot
assignments while searching for the available bandwidth along the path
is a NP-complete problem. Thus, a heuristic approach to tackle this issue
has been proposed [Lin1999].

An on-demand QoS routing protocol using AODV has been designed
for TDMA-based MANETs in [Zhu2002]. In this approach, a QoS-aware
route reserves bandwidth from source to destination. In the route
discovery procedure of AODV, a distributed algorithm is used to
calculate the available bandwidth on a hop-by-hop basis. Route request
messages with inadequate bandwidth are dropped by intermediate nodes.
Only the destination node can reply to a route request message that has
come along a path with sufficient bandwidth. The protocol can handle
limited mobility by repairing broken paths. This approach is best
applicable for small size networks or for short routes.

2.5.4.4 Multi-Path QoS Routing

A multi-path QoS routing protocol has been introduced in
[Lia02001] which is suitable for ad hoc networks with very limited
bandwidth for each path, unlike other existing protocols for MANETS,
which try to find a single path between the source and the destination,
this algorithm searches for multiple paths for the QoS route. This
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protocol also adopts the idea of ticket-based probing scheme discussed
earlier. Another rational for using multi-path routing is to enhance the
routing resiliency by finding node/edge disjoint paths when link and/or
node fail [Liang2005]. Another approach [Guo2005] is to use the
extension of AODV to determine a backup source-destination routing
path that could be used if the path gets disconnected frequently due to
mobility or changing link signal quality. An analytical model has been
developed [Guo2005] to justify having a backup path which can be
casily piggybacked in data packets. Steps for immediate repairs of
broken backup routes have also been suggested and extensive
simulations have been done to validate the effectiveness of this scheme.

2.6 Conclusions and Future Directions

Rauting is undoubtedly the most studied aspect of ad hoc networks.
Yet, many issues remain open which deserve appropriate handling such
as more robust security solutions, routing protocol scalability, QoS
support, and so on. The integration of MANETSs and infrastructure-based
networks such as the Internet will be an important topic in wireless
systems beyond 3G (discussed in Chapter 11). Also, efficient
broadcasting schemes need to be examined carefully as it may be a
serious roadblock to the scalability of ad hoc networks.

There is no centralized authority to obtain configuration information
in MANETSs. One example is the assignment of [P addresses which is
usuvally done by the use of Dynamic Host Configuration Protocol
(DHCP) servers in fixed networks [Tanenbaum1996]. In MANETS,
however, the availability of such server many not be practical. As a
result, nodes have to resort to some heuristic to obtain their IP addresses
which may, of course, cause conflicts with other nodes’ IP addresses.
While the use of IP version 6 [Tanenbaum1996] may certainly help here
due to its auto configuration capabilities, it is not a completely foolproof
solution.

It may be noted that the routing algorithms for MANETS are equally
applicable to sensor networks [Agrawal2006] as basic characteristics of
wireless sensor networks are similar to MANETSs, except for low
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mobility, much larger number of sensor nodes and use of battery.
Specific attributes of sensor networks, are considered in chapters 8 and 9.

Homework Questions/Simulation Results

Q. 1. Ad hoc networks are special kinds of wireless network that does not have any
underlying infrastructure. But, such networks are becoming increasingly important for
both defense and civilian applications, Assuming a 60 X 60 grid connected ad hoc
network is given to you, and the address of each node is given by (i,j) with 0=<i/j<60.
Node (k,]) need to communicate with mode (m,n).

a.  What path is followed if each node has information about their neighbors at distance
d {number of hops)?

b.  What would be the size of the routing table?

¢. How many tables need to be updated if one node (p,q} is removed from the
network?

d. Route table/shortest route for cost(i,j) =f (i,j), e.g. cost (i,j)=j>+.

Q. 2. In Q. L, node {(k,}} need to comnmunicate with node (m,n). Each node maintains a
routing table of all those nodes which are at a maximum distance of 4 hops. What is the
optimal value of 4 if maintaining 10 entries in a routing table is eguivalent to one
message transmission among adjacent nodes?

€Q. 3. Design a problem based on any of the material covered in this chapter {(or in
references contained therein) and solve it diligently.
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Chapter 3

Broadcasting, Multicasting and Geocasting

3.1 Introduction

Recently, there has been an increasing interest in applications like
multiplayer online gaming, where players residing at different locations
participate in the same gaming session through their handheld portable
devices. Consider a scenario with a user walking with a handheld device
or waiting for a flight in airport terminal. He/She does not know about
his/her neighbor, and switches on the handheld device and tries to scan
the network to detect if someone would be interested in playing some
game or start a similar application of interest. This kind of “community
centric” application is envisioned to be a major attraction in forthcoming
data communication world. This is a typical ad hoc network application,
wherein users are mobile and a community of interest is formed on
demand by using portable devices.

As we have seen so far, there are many applications to ad hoc
networks such as electronic email and file transfer can be considered to
be easily deployable within an ad hoc network environment. Web
services are also possible in case any node in the network can serve as a
gateway to the outside world. We need not emphasize the wide range of
possible military applications with ad hoc networks as the technology
was initially developed keeping them in mind, such as battlefield in an
unknown territory where in an infrastructure network is almost
impossible to establish or maintain. In such situations, the ad hoc
networks, having self-organizing capability, can be efficiently used
where other technologies either fail or cannot be deployed effectively.
Advanced features of wireless mobile systems, including data rates
compatible with multimedia applications, global roaming capability, and
coordination with other network structures, are enabling new
applications to be explored.

80
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As we can see, some of these diverse applications are characterized
by a cooperative collaboration which is typical for the ad hoc networks.
Broadcasting, Multicasting and Geocasting are three enabling
technologies which can realize and add to liveliness of these
applications.

Broadcasting is a common operation in many applications, e.g.,
graph-related and distributed computing problems. It is also widely used
to resolve many network layer problems. In the particular case of a
MANET where mobility is the rule and not the exception, broadcastings
are expected to be performed more frequently (e.g., for paging a
particular host, sending an alarm signal, and finding a route to a
particular host such as in DSR, ACDV, ZRP, and CBRP). Broadcasting
may also be used in LAN emulation or serve as a last resort to provide
multicast services in networks with rapid changing topologies. Therefore,
broadcasting in a MANET is a basic service which needs deeper
investigation and tuning.

Multicasting is the transmission of datagrams to a group of hosts
identified by a single destination address and hence is intended for
group-oriented computing ([Agrawal2002]). In ad hoc networks,
multicasting can efficiently support a variety of applications that are
characterized by close collaborative efforts. Multicasting could prove to
be an efficient way of providing necessary services for these kinds of
applications. If the group contains all the members of the network, then
broadcasting is changed to muiticasting. On the other hand, geocasting
aims at delivering data packets to a group of nodes located in a specified
geographical area (e.g., to broadcast emergency information within a
mile radius of a fire, or to broadcast a coupon for coffee within a block of
a Starbucks). Geocasting can be seen as a variant of the conventional
multicasting problem, and distinguishes itself by specifying hosts as
group members within a specified geographical region. In geocasting, the
nodes eligible to receive packets are implicitly specified by a physical
region; membership in a geocast group changes whenever a mobile node
moves in or out of the geocast region [Boleng2001, Tseng2001].

Since broadcasting, multicasting and geocasting attack the issue of
communication to a group of recipients, it is imperative to determine
what is the best way to provide these services in an ad hoc environment
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by looking at broadcasting, multicasting and geocasting protocols
simultaneously so that they could play important roles in their respective
field. Therefore, if we can efficiently combine with multicasting and
geocasting the features of MANET, it will be possible to realize a
number of envisioned group oriented applications.

To, quantify which one is suitable and for what type of applications,
it is necessary to investigate and discern on the applicability of existing
ad hoc broadcast, multicast and geocast protocels. In this chapter, we
provide a detailed description and comparison of broadcast, multicast
and geocast protocols for ad hoc networks. We also attempt o provide an
insight into anticipated trends in the area and outline the approaches that
are likely to play a major role in future, as well as point out open
problems that need careful attention from the research community. It
may be noted that there exists a large amount of literature for multicast in
wired and infrastructured wireless networks and for a detailed
investigation of them please refer to [Gossain2002]. Here, we are
focusing only on multicasting over MANETS [Cordeiro2003].

3.2 The Broadcast Storm

Doing network-wide broadcasting in ad hoc networks requires one
device to broadcast the information to all its neighbors. For far-away
devices, the message is rebroadcasted which could cause collision if
multiple device broadcasts the same time and are in the neighborhood.
This is also known as the broadcasting storm problem [Ni1999] and in
this section we discuss ways to perform efficient rebroadcasting of
messages.

For the purpose of our discussion here, we assume that MHs in the
MANET share a single common channel with carrier sense multiple
access (CSMA) [Agrawal2002], but no collision detection (CD)
capability (e.g., the IEEE standard 802.11 [IEEE-802.111997]).
Synchronization in such a network with mobility is unlikely, and global
network topology information is unavailable to facilitate the scheduling
of a broadcast. Thus, one straightforward and obvious solution is to
achieve broadcasting by flooding (for example, as it is done by mostly all
MANET routing algorithms). Unfortunately, as we will see later, it is
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observed that redundancy, contention, and collision could exist if
flooding is done blindly. Several problems arise in these sitnations
including:

¢ As the radio propagation is omnidirectional and a physical location
may be covered by the transmission ranges of several hosts, many
rebroadcasts are considered to be redundant;

¢ Heavy contention could exist because rebroadcasting hosts are
probably close to each other; and

¢ As the RTS/CTS handshake (e.g., employed in the IEEE standard
802.11) is inapplicable for broadcast transmissions, collisions are
more likely to occur as the timing of rebroadcasts is highly
correlated.

3.2.1 Broadcasting in a MANET

A MANET consists of a set of MHs that may communicate with one
another from time to time, and where no base stations are present. Each
host is equipped with a CSMA/CA (carrier sense multiple access with
collision avoidance) [Agrawal2002] transceiver, In such an environment,
a MH may communicate with each other directly or indirectly. In the
latter case, a multi-hop scenario occurs, where the packets originated
from the source host are relayed by several intermediate MHs before
reaching the destination. The broadcast problem refers to the
transmission of a message to all other MHs in the network. The problem
we consider has the following characteristics.

®* The broadcast is spontaneous: Any MH can issue a broadcast
operation at any time. For reasons such as the MH mobility and the
lack of synchronization, preparing any kind of global topology
knowledge is prohibitive (in fact, this is at least as hard as the
broadcast problem). Little or no local information may be collected
in advance.

¢ The broadcast is frequently unreliable: Acknowledgement
mechanism is rarely used. However, attempt should be made to
distribute a broadcast message to as many MHs as possible without
putting too much effort. The motivations for such an assumption are:
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1. A MH may miss a broadcast message because it is off-line, it
is temporarily isolated from the network, or it experiences
repetitive collisions;

2. Acknowledgements may cause serious medium contention
(and thus another “storm™) surrounding the sender; and
3. In many applications (e.g., route discovery in ad hoc routing

protocols), a 100% reliable broadcast is unnecessary.

In addition, we assume that a MH can detect duplicate broadcast
messages, as this is essential to prevent endless flooding of a message.
One way 10 do so is to associate a tuple (source ID, sequence number)
with each broadcast message as in the case of DSR and AODV.

Here, we focus on the flooding behavior in a MANET - the
phenomenon where the transmission of a packet will trigger other
surrounding MHs to transmit the same (or modified) packet. We shall
show that if flooding is used blindly, many redundant messages will be
sent and serious contention/collision will be incurred.

3.2.2 Flooding-Generated Broadcast Storm

A straightforward approach to perform broadcast is by flooding. A
MH, on receiving a broadcast message for the first time, has the
obligation to rebroadcast the message. Clearly, this costs n transmissions
in a network of # MHs. In 2 CSMA/CA network, drawbacks of flooding
include:

* Redundant rebroadcasts: When a MH decides 10 rebroadcast a
broadcast message to its neighbors, all its neighbors already have the
message;

e Contention: After a MH broadcasts a message, if many of its
neighbors decide to rebroadcast the message, these transmissions
{which are all from nearby MHs) may severely contend with each
other;

e Collision: Because of the deficiency of backoff mechanism, the lack
of RTS/CTS handshake in broadcasts, and the absence of collision
detection (CD), collisions are more likely to occur and cause more
damage.
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Tand J collide
at M at step 4

: message still
A and D colfide H and K contend propagates...
at Catstep 2 at step §

Figure 3.1 — The broadcast storm problem in a MANET with 13 nodes

(average degree is 2.6)

As we have mentioned before, the collection of these drawbacks is
referred to as the broadcast storm problem. Figure 3.1 exemplifies the
broadcast storm problem, where node S initiates a route request to node
D through a flooding. As we can see, flooding is highly redundant. Each
node receives the route request degree times, and the route request
propagates far beyond node D. Because nearby nodes will receive and
rebroadcast the route request at nearly the same time, contention (when
senders can hear each other) and collision (when senders cannot hear
each other) will be common.

3.2.3 Redundancy Analysis

The main reason for redundancy is that radio signals from different
transceivers may negatively overlap with each other. Let us consider two
examples to illustrate the effects of redundancy, where we denote node S
is the source of the broadcast and node D as the “last” node to receive the
broadcast. In Figure 3.2(a), it only takes two transmissions for node D to
broadcast a message whereas four transmissions will be carried out if no
attempt is made to reduce this redundancy. Figure 3.2(b) presents a more
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{a) (b
Figure 3.2 — Two optimal broadcasts in a MANET, The links represent the connectivity
among the nodes. Node S is the source and node D is the “last”™ network node
[Taken from Ni1999)

sertous scenario where only two transmissions are sufficient to complete
a broadcast as opposed to a total of seven transmissions generated if
flooding is blindly used.

Similar to {Ni1999], let us assume that the total area covered by the
radio signal transmitted by a transceiver is a circle of radius r. In
addition, let INTC(d) be the intersection area of two circles of radio r
whose centers are apart by a distance equal to 4. Upon hearing a packet
for the first time, the additional coverage provided by a host to who
rebroadcasts the packet is equal to T’ — INTC(d).

When d = r, the additional coverage is maximum and is
approximately equal to 0.61mr’. This is to say that a rebroadcast can
provide only 0 ~ 61% of additional coverage over what has been covered
by the previous transmission. If we assume that a rebroadcasting host is
randomly located within the transmitter’s coverage, we can conclude
through some calculation the average additional coverage to be 0.417r”,

Let EAC(k) denote the expected additional coverage provided by a
host’s rebroadcast after the host has heard the same broadcast packet %
times. Figure 3.3 shows the simulation results obtained from [Ni11999]
where we can observe that for values of & greater than 3, the expected
additional coverage is below 5%. Therefore, ways to control rebroadcasts
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are of paramount importance, and we provide an overview of the main
ones in the following sections.
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Figure 3.3 — Expected additional coverage EAC(k) (divided by R} after a MH heard a
broadcast message k times [Taken from Ni]1999)

3.2.4 Rebroadcasting Schemes

Recently, there have been many proposals to address the broadcast
storm problem. Typically, these techniques aim at minimizing the
number of retransmissions of a broadcast message while, at the same
time, attempting to ensure that a broadcast packet is delivered to each
and every node in the network. A performance comparison of some of
the schemes presented here can be found in [Williams2002).

Before delving into the proposed solutions, it is important however
to introduce common attributes of mostly all broadcast protocols
considered here. We also note that many (or even all) of the protocols
proposed to date usually assume the IEEE standard 802.11 as the MAC
layer. Therefore, we coufine our discussion to the broadcasting schemes
only.

3.2.4,1 Common Characteristics

In this section we describe common attributes of all broadcasting
schemes.
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3.2.4.1.1 Design Considerations: Jitter and RDT

As we know, radio waves propagate at the speed of light. Therefore,
if we assume that a source node transmits a broadcast packet, all of the
source’s neighbors will receive the transmission nearly at the same time.
If we further assume that all nodes possess similar hardware and system
loads, the neighbors will process the packet and rebroadcast it
approximately at the same time, thereby causing packet collisions. To
address this problem, broadcast protocols jitter the scheduling of
broadcast packets from the network layer down to the MAC layer by
some random amount of time. This jitter allows one neighbor to acquire
the channel first, while other neighbors detect that the channel is busy.

Many of the broadcasting protocols require a node to keep track of
redundant packets received over a short time interval in order to
determine whether or not to rebroadcast. This time interval, which is
called as Random Delay Timer (RDT), is randomly chosen from a
uniform distribution and accomplishes two things. First, it allows nodes
sufficient time to receive redundant packets and conduct an evaluation.
Second, the randomized scheduling mitigates packet collisions as
discussed earlier.

An important design consideration in any broadcast protocol is the
implementation of the random assessment delay. One approach is to send
broadcast packets to the MAC layer after a short random time similar to
the jitter. In this case, packets remain in the interface queue until the
channel becomes clear for broadcast. While the packet is in the interface
queue, redundant packets may be received, allowing the network layer to
determine if rebroadcasting is still required. If the network layer protocol
decides the packet should not be rebroadcast, it informs the MAC layer
to discard the corresponding packet.

A second approach is to implement the random assessment delay as a
longer time period and keep the packet at the network layer until the
RDT expires. Retransmission assessment is done considering all
redundant packets during the RDT. After RDT expiration, the packet is
either sent to the MAC layer or dropped. In this scheme, no attempts are
made by the network layer to remove the packet after sending it to the
MAC layer.
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3.2.4.1.2 Loop Prevention

None of the protocols discussed here require that a node rebroadcast
a given packet more than one time. Thus, each broadcast protocol
requires that nodes cache the original source node ID of the packet and
the packet IDD. This allows the protocol to uniquely identify each
broadcast packet and assign appropriate behavior upon reception of
another broadcast packet.

3.2.4.2 Categories and Protocols

We now cover the broadcasting protocols for MANETS. In order to
do that, we first categorize them into the following classes with
increasing complexity:

¢ Simple flooding;

»  Probability-based methods;
Area-based methods; and
Neighbor knowledge methods.

Simple flooding requires each node to rebroadcast all packets.
Probability-based methods nse some basic understanding of the network
topology to assign a probability to a node to rebroadcast. Area-based
methods assume nodes have common transmission distances; and a node
will only rebroadcast a packet if this rebroadcast will likely provide
sufficient additional coverage area. Neighbor knowledge methods
maintain state on their neighborhood, via hello packets, which is used in
making the decision about rebroadcast.

3.2.4.2.1 Simple Flooding

The algorithm for simple flooding [Ho1999, Jetcheva2001] starts off
with a source node broadcasting a packet to all neighbors. The neighbors,
upon receiving the broadcast packet, rebroadcast the packet exactly once
and this continues until all reachable network nodes have received and
rebroadcast the packet at least once (assuming reliability). Flooding is
proposed as a scheme to achieve reliable broadcast and also multicast in
highly dynamic networks in [Ho1999].
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3.2.4.2.2 Probability-Based Methods

Probabilistic Scheme

The probabilistic scheme [N11999] is similar to ordinary flooding,
except that nodes only rebroadcast with a predetermined probability. In
dense networks, it is much likely that multiple nodes share similar
transmission coverage. Thus, having some random nodes not to
rebroadcast saves network resources without harming packet delivery
effectiveness. In sparse networks, there is much less shared coverage
and, therefore, not all nodes will receive all the broadcast packets with
this scheme unless the probability parameter is high. When the
probability is 100%, this scheme is identical to ordinary flooding.

Counter-Based Scheme

An inverse relationship is shown [N11999] between the number of
times a packet is received at a node and the probability of this node’s
transmission being able to cover additional area on a rebroadcast. This
result forms the basis of the counter-based scheme. Upon receipt of a
previously unseen packet, the node initiates a counter with a value of one
and sets a RDT. During the RDT, the counter is incremented by one for
each redundant packet received. If the counter is less than a threshold
value when the RDT expires, the packet is rebroadcast. Otherwise, it is
simply dropped. Results reported in {Ni1999] show that threshold values
above six relate to little additional coverage area being reached. The
overriding features of the counter-based scheme are its simplicity and its
inherent adaptability to local topologies. In other words, in a dense area
of the network some nodes will not rebroadcast, whereas in sparse areas
of the network all nodes will likely rebroadcast,

3.2.4.2.3 Area-Based Methods

Suppose a node receives a packet from a sender that is located only
one meter away. If the receiving node rebroadcasts, the additional area
covered by the retransmission is quite low. On the other hand, if a node
is located at the boundary of the sender’s radio coverage, then a
rebroadcast would provide significant additional coverage area (to be
more precise, up to 61% as we have seen earlier). A node using an area-
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based method can try to estimate the additional coverage area based on
all received redundant transmissions. We note that area-based methods
only consider the coverage area of a transmission; while they do not
consider the presence of nodes within this area.

Distance-Based Scheme

A node using the distance-based scheme compares the distance (e.g.,
through received signal strength indicator) between itself and each of its
neighbor nodes that has previously rebroadcast a given packet. Upon
reception of a previously unseen packet, a RDT is initiated and redundant
packets are cached. When the RDT expires, all source node locations are
examined to determine if the distance between itself and any of its
neighbor nodes is closer than a threshold distance value. If true, the node
does not rebroadcast.

Location-Based Scheme

The location-based scheme [Ni1999] uses a more precise estimation
of expected additional coverage area in the decision to rebroadcast. In
this method, each node must have the means to determine its own
location (e.g., through GPS). Whenever a node originates or rebroadcasts
a packet, it adds 1ts own location to the header of the packet. When a
node initially receives a packet, it notes the location of the sender and
calculates the additional coverage area obtainable were it to rebroadcast.
If the additional area is less than a threshold value, the node does not
rebroadcast and all future receptions of the same packet are ignored.
Otherwise, the node assigns a RDT before transmission. If the node
receives a redundant packet during the RDT, it recalculates the additional
coverage arca and compares that value with the threshold. The area
calculation and threshold comparison oceur with all redundant broadcasts
received, until the packet reaches its scheduled send time, or else it is
dropped.

3.2.4.2.4 Neighbor Knowledge Methods

Flooding with Self Pruning

The simplest form of the neighbor knowledge methods is refexred to
as flooding with self pruning [Lim2000]. This protocol requires that each
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node have knowledge of its one-hop neighbors, which is obtained via
periodic hello packets. A node includes its list of known neighbors
in the header of each broadcast packet. A node upon receiving a
broadcast packet compares its neighbor list to the sender’s neighbor list.
If the receiving node would not reach any additional nodes, it refrains
from rebroadcasting the packet. Otherwise, the node rebroadcasts the
packet.

Scalable Broadcast Algorithm (SBA)

The Scalable Broadcast Algorithm (SBA) [Peng2000] requires that
all nodes have knowledge of their neighbors within a two-hop radius.
This neighbor knowledge coupled with the identity of the node from
which a packet is received, allows a receiving node to determine if it
would reach additional nodes by rebroadcasting. Two-hop neighbor
knowledge is achievable via periodic hello packets; where each hello
packet contains the source node’s identifier (IP address) and the list of
known neighbors.

Now suppose a node B receives a broadcast data packet from node
A. Since node A is a neighbor, node B can easily determine all the nodes
which are simultaneously neighbor to both nodes A and B. This is done
by comparing the list of neighbors of node A contained in the broadcast
packet, with node B’s neighbor list. If node B determines that its
broadcast will cover additional neighbors not reached by node A’s
broadcast, node B schedules the packet for transmission with a RDT. If,
in the meantime, node B receives a redundant broadcast packet from any
another neighbor, node B again determines if it can reach any new nodes
by rebroadcasting. This process continues until either the RDT expires
and the packet is sent, or the packet is dropped.

A method to dynamically adjust the RDT to network conditions is
proposed in [Peng2000], where the RDT is calculated based on a node’s
relative neighbor degree. Specifically, each node searches its neighbor
tables for the maximum neighbor degree of any neighbor node, say,
Anmax. Which can be obtained from the neighbors’ broadcast packets. It
then calculates a RDT based on the ratio of:
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where d,.. is the number of current neighbors for the node. We note that
this weighing scheme is greedy, as nodes with the largest number of
neighbors usually broadcast before the others (smaller RDT).

Dominant Pruning

Dominant pruning also uses two-hop neighbor knowledge, obtained
via hello packets, for routing decisions [Lim2000]. Unlike SBA,
however, dominant pruning requires rebroadcasting nodes to proactively
choose some or all of its one-hop neighbors as rebroadcasting nodes.
Whenever a node receives a broadcast packet, it checks the header to see
if its address is a part of the list. If so, it now has to determine which of
its neighbors should rebroadcast its packet so as (o include them in the
packet header. For that, it uses a Greedy Set Cover algorithm given the
knowledge of which neighbors have already been covered by the
sender’s broadcast. One such algorithm [Lim2000] recursively chooses
one-hop neighbors that cover all of two-hop neighbors.

Multipoint Relaying

Multipoint relaying [Qayyum2000] is similar to Dominant Pruning
in that rebroadcasting nodes are explicitly chosen by upstream senders.
For example, say node A originates a broadcast packet. It has previously
selected some, or In certain cases, all of its one-hop neighbors to
rebroadcast all packets they receive from node A. The chosen nodes are
called Multipoint Relays (MPRs) and each MPR is required to choose a
subset of its one-hop neighbors as MPRs. The following algorithm for a
node to choose its MPRs is suggested in [Qayyum2000]:

1. Find all two-hop neighbors that can only be reached by one one-hop
neighbor. Assign those one-hop neighbors as MPRs;

2. Determine the resultant cover set (i.e., the set of two-hop neighbors
that will receive the packet from the current MPR set);
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From the remaining one-hop neighbors not yet in the MPR set, find
the one that would cover the most two-hop neighbors not in the
cover set; and

Repeat from step 2 until all two-hop neighbors are covered.

Multipoint relaying is described in detail as part of the OLSR

protocol. In OLSR, hello packets include fields for a node to list the
MPRs it has chosen. Clearly, the update interval for hello packets must
be carefully chosen and, if possible, optimized for given network
conditions.

Ad Hoc Broadcast Protocol

The Ad Hoc Broadcast Protocol (AHBP) [Peng2002] utilizes an

approach similar to Multipoint Relaying by designating nodes as a
Broadcast Relay Gateway (BRG) within a broadcast packet header.
BRGs are proactively chosen from each upstream sender which is a BRG
itself. AHBP differs from Multipoint Relaying in three ways:

1.

A node using AHBP informs one-hop neighbors of the BRG
designation by a field in the header of each broadcast packet. This
allows a node to calculate the most effective BRG set at the time a
broadcast packet is transmitted. In contrast, Multipoint Relaying
informs one-hop neighbors of the MPR designation via hello
packets;

In AHBP, when a node receives a broadcast packet and is listed as a
BRG, the node uses two-hop neighbor knowledge to determine
which neighbors also received the broadcast packet in the same
transmission. These neighbors are considered already “covered” and
are removed from the neighbor graph used to choose next hop BRGs.
In contrast, MPRs are not chosen considering the source route of the
broadcast packet;

AHBP is extended to account for high mobility networks. Suppose
node A receives a broadcast packet from node B, and node A does
not list node B as a neighbor (i.e., node A and node B have not yet
exchanged hello packets). In AHBP-EX (extended AHBP), node A
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will assume BRG status and rebroadcast the node. Multipoint
relaying could be similarly extended.

Connected Dominating Set-Based Broadcast Algerithm

A more calculation intensive algorithm for selecting BRGs referred
to as the Connected Dominating Set (CDS)-Based Broadcast Algorithm
is described in [Peng1999] while AHBP only considers the source of the
broadcast packet to determine a receiving node’s initial cover set, the
CDS-Based Broadcast Algorithm also considers the set of higher priority
BRGs seclected by the previous sender. Once the initial cover set is
determined, a node then chooses the set of neighbors which should
function as BRGs. The algorithm for determining this set is the same as
that for AHBP and Multipoint Relaying as presented earlier.

A generic framework for distributed broadcast schemes in MANETS,
has been given in [Wu2004] which employs a dynamic self-pruning
technique for changing a gateway node to a nongateway one. Such a
dominating-set-based broadcasting approach selects a subset of MHs to
forward packets on behalf of other nodes, while all other nodes keep
quite. A combination of gossiping and dominating set approach has been
introduced in [Zhang2005a, Zhang2005b] by dividing MHs into four
grottps based on local information as follows:

¢ Group 1: Nodes with degrees larger than the degree of all

neighboring nodes, where connectivity represents the number of
neighbors within the directed transmitting range of a reference
node.

¢ Group 2: Nodes have a majority of neighbors with smaller

degree than the reference nodes.

* Group 3: Remaining nodes not belonging to groups 1, 2 and 4.

¢ Group 4: Nodes with degrees smaller than all the neighbors.

Once such grouping is done, then the probability of using these
groups as a message forwarder is assigned in a decreasing order as py, po,
ps and py; py for group 1 being the highest and py for group 4 being the
lowest. The idea behind selecting such groups is to ensure that the nodes
with higher connectivity could possibly cover a larger number of newer
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nodes whenever broadcasting is needed. These values can be easily
calculated as follows:

Let A be the area of the MANET, N be the number of mobile nodes
and r be the communication range of each mobile node with & being the

fraction of the area covered, then
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where 7, is the forwarding probability for the mobile node in group
i (1<i{<4). Such a scheme does not provide 100% coverage of all
MANET nodes [Zhang2005¢], but a good coverage and excellent saving
are achieved under mobility and about 20% higher goodput is obtained
than the conventional AODV.

Lightweight and Efficient Network-Wide Broadcast

The Lightweight and Efficient Network-Wide Broadcast (LENWB)
protocol [Sucec2000] also relies on two-hop neighbor knowledge
obtained from hello packets. However, instead of a node explicitly
choaosing other nodes o rebroadcast, the decision is implicit. In LENWB,
each node decides to rebroadcast based on knowledge of which of its
other one and two-hop neighbors are expected to rebroadcast. The
information required for that decision is the knowledge of which
neighbors have received a packet from the same source node, and which
neighbors have a higher prionty for rebroadcasting. The priority is
proportional to the number of neighbors of a given node. The higher a
node’s degree is, the higher is its priority. Since a node relies on its
higher priority neighbors to rebroadcast, it can proactively deiermine if
all of its lower priority neighbors will receive those rebroadcasts.

3.3 Multicasting

In this section, we investigate the problem of multicasting in
MANETSs where the problem is to broadcast a message to a subset of
MANET MHs. We begin by understanding the hard task of multicasting
to a group of mobile nodes, together with the various issues behind the
design and implementation of a multicast protocol for MANETS, Next,
we study the existing multicast protocols for MANETSs and show how
different they are as compared to broadcasting.

3.3.1 Issues in Providing Multicast in a MANET

Well-established routing protocols do exist to offer an efficient
muliicasting service in conventional wired networks [Gossain2002].
Protocols, designed for fixed networks, may fail to keep up with node
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movements and frequent topological changes as MHs become
increasingly mobile, these protocols need to evolve to cope up with the
new environment. But the host mobility increases the protocol overheads
substantially. The broadcast protocols cannot be used either as
multicasting requires a selected set of nodes to receive the message while
all multicast algorithm depend on the topology of the network and do not
consider weather a node belongs to a group or not. Rather, new protocols
are being proposed and investigated which take issues such as locations
of nodes belonging to a multicast group, and all associated topological
changes. Moreover, the nodes of MANET run on batteries, routing
protocols must limit the amount of control information that is passed
between nodes.

The majority of applications are in the areas where rapid deployment
and dynamic reconfiguration are necessary and the wireline network is
not available. These include military battlefields, emergency search and
rescue sites, classrooms, and conventions where participants share
information dynamically using their mobile devices. These applications
lend themselves well to multicast operation. In addition, within a
wireless medium, it is even more crucial to reduce the transmission
overhead and power consumption. Transient loops may form during
reconfiguration of distribution structure (e.g., tree) as a result of mobility.
Therefore, reconfiguration scheme should be kept simple to mainiain low
channel overhead. As we can see, providing an efficient multicasting
over MANET faces many challenges including dynamic group
membership and constant update of delivery path due to node movement.
In the next sections, we cover the major protocols proposed so far and
compare them under different criteria.

3.3.2 Mulficast Routing Protocols

One straightforward way to provide multicast in a MANET is
through flooding. With this approach, data packets are sent through out
the ad hoc network and every node that receives this packet broadcasts it
to all its immediate neighbors’ nodes exactly once. It is suggested that in
a highly mobile ad hoc network, flooding of the whole network may be a
viable alternative for reliable multicast. However, this approach has a
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considerable overhead as a number of duplicated packets are sent and
packet collision does occur in a multiple-access based MANET.

We can classify the protocols into four categories based on how
route to the members of the group is created:
& Tree-Based Approaches;
¢ Meshed-Based Approaches;
e Stateless Multicast; and
* Hybrid Approaches.

In the following we provide a description of the various multicast
protocols in the above categories and compare them under several
criteria.

3.3.2.1 Tree-Based Approaches

Mosi of the schemes for providing multicast in wired network are
either source-based or shared tree-based. Different researchers have tried
to extend the idea of tree-based approach to provide multicast in a
MANET environment. Due to simplicity and innate properties of tree
structures, many characteristics can be identified such as: a packet
traverses each hop and node in a tree at most once, very simple routing
decisions at each node, and the number of copies of a packet is
minimized, tree structure built representing shortest paths amongst
nodes, and a loop-free data distribution structure.

On the other hand, there are many issues that must be addressed in
tree-based approaches. As mentioned earlier, trees provide a unique path
between any two nodes. Therefore, having even one link failure could
mean reconfiguration of the entire tree structure and could be a major
drawback. In addition, multiple packets generated by different sources
will require some consideration when utilizing multicast trees such that
efficient routing can be established and maintained. Thus, it is common
to consider the wse of either a shared tree or establish a separate tree per
each source (i.e., separate source trees). As highlighted in [Garcia-Luna-
Aceves1999a], each approach has to deal with own individual issues.

For separate source trees, each router (or node in case of MANETS)
involved in multiple router groups must maintain a list of pertinent
information for each group in which it is involved. Such management per
router is inefficient and not scalable. On the other hand, for shared trees,



100 AD HOC & SENSOR NETWORKS

there is a potential that packets may not only not traverse shorter paths,
but in fact may be routed on paths with much longer distances than the
shortest paths. While any scheme has positive and negative sides, the
simple structured coupled with ease of approach has made multicast trees
the primary method for realizing multicasting on the Internet. Due to this
fact, tree-based approaches for ad hoc networks have been investigated
and we will study them in the following sections.

3.3.2.1.1 Ad Hoc Multicast Routing Protocol Utilizing Increasing Id-
Numbers

Ad hoc Multicast Routing Protocol utilizing Increasing id-numberS
(AMRIS) TWu1998)] is an on-demand protocol, which constructs a shared
multicast delivery tree (see Figure 3.4) to support multiple senders and
receivers in a multicast session. AMRIS dynamically assigns an id-
number to each node in each multicast session. Based on the id-number,
a multicast delivery tree — rooted at a special node with Sid (Smallest-ID)
- is created and the id-number increases as the tree expands from the Sid.
Generally, Sid is the source or the node that initiates a multicast session,

The first step in AMRIS protocol operation is the selection of Sid. If
there is only one sender for a group, the Sid is generally the source of the
group. In case of multiple senders, a Sid is selected among the given set
of senders. Once a Sid is identified, it sends a NEW-SESSION message
to its neighbors. The content of this message includes Sid’s msm-id
(multicast session member id) and the routing metrics. Nodes receiving
the NEW-SESSION message generate their own msm-ids, which is
larger than the msm-id of the sender. In case a node receives multiple
NEW-SESSION messages from different nodes, it keeps the message
with the best routing metrics and calculates its msm-ids. To join an
ongoing session, a node checks the NEW-SESSION message, determines
a parent with smallest msm-ids, and unicast a JOIN-REQ to its poiential
parent node. If parent node is already in the multicast delivery tree, it
replies with a JOIN-ACK. Otherwise, the parent itself tries to join the
multicast tree by sending a JOIN-REQ to its parent. If a node is unable to
find any potential parent node, it executes a branch reconstruction {(BR)
process to rejoin the tree. BR consists of two sub-routines, namely,
subroutines 1 (BR1) and 2 (BR2). The BRI is executed when a node has
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potential parent node for a group (as discussed above). In case it does not
find any potential parent node, BR2 is executed. In BR2, instead of
sending a unicast JOIN_REQ to a potential parent node, the node
broadcasts a JOIN-REQ which consists of a range field R to specify the
nodes till R hops. Upon link breakage, the node with larger msm-id tries
to rejoin the tree by executing any of the BR mechanisms. It is to be
noted that AMRIS detects the link disconnection by a beaconing
mechanism. Hence, until the tree is reconstructed there is possibility of
packets being dropped.

msimn—id = sid = 0 X Core/Source

. I-Nodes
D Sender/Receiver
O Receiver

O U—-Nodes

Figure 3.4 — AMRIS packet forwarding (X and 34 are sources, 11, 24, 28 are recipients}
{Taken from IEEE Publication Cordeiro2003]

3.3.2.1.2 Multicast Ad Hoc On-Demand Distance Vector Protocol

The Multicast Ad hoc On-Demand Distance Vector (MAODV)
routing protocol [Royer1999] follows directly from the unicast AODV,
and discovers multicast routes on-demand using a broadcast route
discovery mechanism employing the same Route Request (RREQ) and
Route Reply (RREP) messages that issued in the unicast AODV
protocol. A MH originates a RREQ message when it wishes to join a
multicast group, or when it has data to send to a multicast group but it
does not have a route to that group. Only a member of the desired
multicast group may respond to a join RREQ. If the RREQ is not a join
request, any node with a fresh enough route (based on group sequence
number) to the multicast group may respond. If an intermediate node
receives a join RREQ for a multicast group of which it is not a member,



102 AD HOC & SENSOR NETWORKS

or if it receives a RREQ and it does not have a route to that group, it
rebroadcasts the RREQ to its neighbois.

As the RREQ is broadcasted across the network, nodes set up
pointers to establish the reverse route in their route tables. A node
receiving a RREQ first, updates its route table to record the sequence
number and the next hop information for the source node. This reverse
route entry may later be used to relay a response back to the source. For
join RREQs, an additional entry is added to the multicast route table and
is not activated unless the route is selected to be part of the multicast
tree. If a node receives a join RREQ for a multicast group, it may reply if
it is a member for the multicast group’s tree and its recorded sequence
number for the multicast group is at least as great as that contained in the
RREQ. The responding node updates its route and multicast route tables
by placing the requesting node’s next hop information in the tables, and
then unicasts a RREP back to the source. As nodes along the path to the
source receive the RREP, they add both a route table and a multicast
route table entry for the node from which they received the RREP,
thereby creating the forward path (see Figure 3.5).

When a source node broadcasts a RREQ for a multicast group, it
often receives more than one reply. The source node keeps the received
route with the greatest sequence number and shortest hop count to the
nearest member of the multicast tree for a specified period of time, and
disregards other routes. At the end of this period, it enables the selected
next hop in its multicast route table, and unicasts an activation message
(MACT) to this selected next hop. The next hop then enabies the entry
for the source node in its multicast routing table. If this node is a member
of the multicast tree, it does not propagate the message any further.
However, if this node is not a member of the multicast tree, it would
have received one or more RREPs from its neighbors. It keeps the best
next hop for its route to the multicast group, unicasts MACT rto that next
hop, and enables the corresponding entry in its multicast route table. This
process continues until the node that originated the chosen RREP
(member of tree) is reached. The activation message ensures that the
multicast tree does not have multiple paths to any node in the tree. Note
that nodes only forward data packets along activated routes.
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Figure 3.5 - Route discovery in the MAODY protocol [Taken from IEEE Publication
Cordeira2003]

The first member of the multicast group becomes the leader for that
group which also becomes responsible for maintaining the multicast
group sequence number and broadcasting this number to the multicast
group. This update is done through a Group Hello message which
contains extensions that indicate the multicast group IP address and
sequence numbers (incremented every Group Hello) of all multicast
groups for which the node is the group leader.

Since AODV keeps “hard-state” in its routing table, the protocol has
to track actively and react to changes in this tree. If a member terminates
its membership with the group, the multicast tree requires pruning. Links
in the tree are monitored to detect link breakages and the node that is
farther from the multicast group leader (downstream of the break) takes
the responsibility to repair the broken link. If the tree cannot be
reconnected, a new leader for the disconnected downstream node is
chosen as follows. If the node that initiated the route rebuilding is a
multicast group member, it becomes the new multicast group leader. On
the other hand, if it was not a group member and has only one next hop
for the tree, it prunes itself from the tree by sending its next hop a prune
message. This continues until a group member is reached. Once separate
partitions reconnect, a node eventually receives a Group Hello for the
multicast group that contains group leader information different from the
information it already has. If this node is a member of the multicast
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group, and if it is a member of the partition whose group leader has the
lower IP address, it can imtiate reconnection of the multicast tree.

3.3.2.1.3 Lightweight Adaptive Multicast (LAM)

The Lightweight Adaptive Multicast (LAM) protocol [Ji1998] draws
on the Core-Based Tree (CBT) protocol [Ballardie1993] and the TORA
unicast routing algorithm in order to provide multicast services over
MANETSs. As CBT is a traditional methed originally designed for wired
networks, with each multicast group initialized and maintained by a
multicast server, or core. Hence, any node which wants to communicate
with a specific muiticast group can query the directory server. LAM is
based on the assumption that a tightly coupled unicast-multicast routing
protocol is more suitable for MANETs than a multicast protocol.
Although this coupling makes it less portable, it may be more efficient
due to elimination of duplicated control functionality between different
protocol layers. LAM built on TORA unicast routing infrastructure, can
provide multiple routes, and all network nodes are globally ordered.

Similar to CBT, LAM builds a group-shared multicast routing tree
for each multicast group centered at the CORE. The goal is to build a
multicast tree which is source-initiated and group-shared. Nodes in LAM
maintain two variable, POTENTIAL-PARENT and PARENT, and two
lists POTENTIAL-CHILD-LIST and CHILD-LIST. The PARENT
variable is used to remember the parent node in the multicast tree. The
CHILD-LIST stores identities of one-hop children in the multicasting
tree. These potential data objects are used when the node is in a “join” or
“rejoin” waiting state. Since LAM is based on CBT approach to build the
multicast delivery tree, with one CORE for a group, LAM is not very
robust, especially in a MANET environment. To address the problem
posed by having a single centralized core, Inter-core LAM (IC-LAM)}) is
proposed [Ji1998]. IC-LAM is a tunnel-based protocol connecting
multiple cores. By allowing multiple cores, IC-LAM avoids total group
failure due to a single core failure.
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3.3.2.1.4 Location Guided Tree Construction Algorithm for Small
Group Multicast

The Location Guided Tree (LGT) [Chen2002] is a small group
multicast schemes based on packet encapsulation. It builds an overlay
multicast packet distribution tree on top of the underlying unicast routing
protocol. Multicast data is encapsulated in a unicast packet and
transmitted only among the group nodes. It is based on the construction
of two types of tree, location-guided k-array (LGK) tree and a location-
guided Steiner (LGS) tree. The geometric location information of the
destination nodes is utilized to construct the packet distribution tree
without knowing the global topology of the network (Figure 3.6). It is
assumed that the longer the geometric distance is, longer will be the
network-level hops to reach the destination. Therefore, algorithms
attempt to construct a tree with geometrically shorter tree edges. The
protocol also supports an optimization mechanism through route caching,
wherein a node can cache the computed route and re-use the route next
time when a new packet comes in with the same set of destinations.

In LGK tree approach, the sender first selects nearest k destinations
as children nodes. The sender then groups the rest of the nodes to its k
children as per the closeness to geometric proximity. Once the group
nodes are mapped to its corresponding child nodes, the sender forwards a
copy of the encapsulated packet to each of the k children with its
corresponding subtree (sub destination list of group members) as
destinations. The process stops when an in-coming packet has an empty
destination list. In the LGS scheme, based on the geometric distance as a
measurement of closeness, a Steiner tree is constructed, which uses the
multicast group members as tree nodes. The protocol uses a hybrid
mechanism for location/membership update, which includes in-band
update and periodic update. In in-band update, a node always includes its
geometric location if it has any data packets to send. If a node has no
data packet to send for an extended period of time, it sends a periodic
update with a null packet and its present geometric location.

3.3.2.1.5 Multicast Zone Routing

The Multicast Zone Routing (MZR) protocol [Devarapalli2001] is based
on, but is not dependent on any specific routing mechanism. It takes into
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Figure 3.6 - Location Guided Tree Construction Algorithms [Taken from [EEE Publication

Cordeiro2003]

consideration the hierarchical structure used by the ZRP unicast routing
protocol. As we have seen before, a ZRP network is partitioned into
zones. Each node computes its own zone, which is determined to be the
set of nodes that lie within a certain zone radius of the node. ZRP is
described as a hybrid approach between the proactive and reactive
routing protocols, where routing is proactive inside the zones (i.e., a
unicast route is proactively maintained between every pair of nodes in a
zone) and reactive between the zones (i.e., a route between two nodes in
different zones is created when needed).

To create a zone, a MZR node A broadcasts an ADVERTISEMENT
message with a time-to-live (TTL) equal to a pre-configured ZONE-
RADIUS, or the radius of the zone. Node B within the zone radius
decrements the TTL and forwards the message if appropriate. Node B
makes an entry in its routing table for node A, with the last hop of the
ADVERTISEMENT message as the next hop towards the destination,
i.e., the source of the ADVERTISEMENT message. The distance is set
to the hop count of the packet. Nodes that are ZONE-RADIUS hops
away from node A become border nodes, and serve as a gateway
between node A's zone and the rest of the network for zone routing and
multicast zone routing.
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In the spirit of zone routing, MZR begins its search for a multicast
tree within the zone before extending the search outward. MZR is a
source-specific algorithm, meaning that a multicast tree is created for
each source-group pair. When a source wants to start sending multicast
traffic it initiates the construction of a multicast tree. The source node
sends a TREE-CREATE packet to each node in its zone. Nodes that
receive this message and want to receive multicast data respond with a
TREE-CREATE-ACK packet. A TREE-CREATE-ACK packet is sent
back to the source of the multicast session and, as the packet travels up
the tree, intermediate nodes mark in their routing tables the last hop of
the TREE-CREATE-ACK as a downstream node. In this way, a reverse
multicast path is created. Tree creation continues in the new zone in the
same way as described above and an example is shown in Figure 3.7
taken from [Devarapalli2001].

Upon receipt of a TREE-CREATE-ACK, the border node unicasts a
TREE-CREATE-ACK to the multicast source, This creates a link
between the border node and the source. This sequence continues vntil
every node in the network receives a TREE-CREATE message. It is
suggested in [DevarapalliZ001] that a flag can be set in a TREE-
CREATE message that would tell border nodes to initiate a multicast tree
search in their zones. This would eliminate the need for a TREE-
PROPAGATE message.

Routes in MZR are updated through the use of TREE-REFRESH
packets. These packets are sent periodically by the source to its multicast
receivers, indicating that the source still has data to send. If a node on the
multicast tree fails to receive a TREEREFRESH message after a certain
time, it deletes its multicast entry. It may be worth mentioning that
TREE-REFRESH packets could be piggybacked on multicast data
whenever possible. Zone routing performs well when a link failure
occurs. If a downstream node detects a link failure and it is still
interested in the multicast session, it initiates branch reconstruction by
sending a JOIN packet to all the nodes within its zone. If a node within
the zone has a route to the multicast source, it responds with a JOIN-
ACK. A new route between the lost node and the source of the JOIN-
ACK is created in a way similar to the initial multicast route creation
method. If a search within the zone fails to produce a route, the lost node
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sends JOIN-PROPAGATE to its border nodes, which in turn, look for a
route within their zones. If they find a route, they respond with a JOIN-
ACK to the lost node. If not, they continue the search with JOIN-
PROPAGATE to their border nodes. Essentially, if a route is not found
within the lost node’s zone, the search for a route is propagated
throughout the entire network. However, if a route is found within the
confines of the lost node’s zone, the search is limited to those nodes and
bandwidth is conserved.

O Nan Grap M ember

Figure 3.7 — A multicast iree extension through the tree network for MZR
[Taken from Devarapalli2001]

Tree pruning is a relatively simple process. Any node N that wishes
to leave a multicast group sends a PRUNE message to its upstream
nodes. If node A is an upstream node of node N and node N is node A’s
only one-hop downstream node, node A will then stop forwarding
multicast traffic. If node A does not want to receive multicast data itself
and it does not have any other downstream nodes it sends a PRUNE
message to its upstream node. This continues until the PRUNE reaches a



Chapter 3: Broadcasting, Multicasting and Geocasting 109

node that wishes to receive multicast traffic or it reaches the source node.
Nodes that wish to join an existing multicast session can perform a JOIN
in the same way that a lost node does.

One advantage of the MZR protocol is that it creates a source
specific, on-demand multicast tree with a minimal amount of routing
overhead. Multicast zone routing attempts to reduce the amount of
overhead incurred in route maintenance by preventing routing updates
from spreading unnecessarily throughout the network. It would seem that
the tradeoff in complexity and routing overhead incurred by the zone
routing mechanism does not necessarily offset the advantages presented
by MZR. It seems as if zone routing is advantageous when aitempting to
route unicast packets, but not necessarily when creating muiticast source
trees.

Clearly, the hierarchical approach of MZR does not conserve
bandwidth during the initial TREE-CREATE flood. In fact, MZR can
introduce exira latency when a TREE-CREATE flood occurs and TREE-
PROPAGATE messages are used. MZR requires that multicast tree is
created beyond the source’s immediate zone occur only after the intra-
zone multicast tree has been creaied. Tree creation latency could
certainly be reduced if foreign zones did not have to wait for the source
zone to complete its tree before creating their own multicast trees. The
MZR algorithm does have the advantage of limiting multicast re-joins
within the zone, but the advantages of zones may be accomplished
through simpler means. For ¢xample, if a node must look outside its zone
for a new route the entire network is flooded. Only when a new route lies
within ZONERADIUS hops from the lost node, the bandwidth is
conserved. This sitnation may be common in the case of link failures, but
not in the case that a node wishes to join an existing multicast tree for the
first time. Instead of using MZR, a node in need of a new multicast route
could simply send an initial JOIN message with a small TTL, i.e., on the
order of a zone radius, If after a certain time this JOIN does not produce
a valid route, i.e., it does not receive a JOIN-ACK message, it could
resend the JOIN with a larger TTL.
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3.3.2.1.6 Multicast Optimized Link State Routing

As in MZR, the Multicast Optimized Link State Routing (MOLSR)
protocol [Jacquet2001] (an extension of the OLSR unicast routing
protocol) creates a source specific multicast tree. Unlike MZR, MOLSR
is dependent on OLSR as an underlying unicast routing algorithm.
Multicast-capable routers in an OLSR network periodically advertise
their ability to route and build multicast routes with a MC_CLAIM
message. This message carries no information and is only used to declare
the router’s capabilities to the network. MC_CLAIM messages are sent
to every node in the network every MC_CLAIM_PERIOD seconds.
Because the information in a MC_CLAIM message does not change over
time, a relatively long MC_CLAIM_PERIOD should be used. Using this
and the information provided by the OLSR’s TC messages, MOLSR
nodes can calculate shortest path routes to every potential multicast
source. This is done in the same manner seen in OLSR, except that now
the routes consist entirely of multicast-capable OLSR routers.

Multicast routes are built in a backward manner similar to the
method used in MZR. A source that wants to send multicast traffic
advertises its intentions by broadcasting a SOURCE_CLAIM message to
every node in the network. Before responding to the SOURCE_CLAIM,
a multicast receiver first checks its multicast routing table. If an entry
does not already exist, the node creates one and sets the timer to the
SOURCE_HOLD_TIME and the list of child nodes to null. The node
then sets the parent node to the next hop towards the multicast source, as
determined from its multicast routing table, and sends a
CONFIRM_PARENT to the parent node. If an entry does exist, the node
simply wvpdates the timer, and does not send a CONFIRM_PARENT
message to its parent. In either case, if the node is an MPR node for the
last hop, it forwards the SOURCE_CLAIM. When a node receives a
CONFIRM_PARENT message it checks its multicast routing table for an
entry. If the entry does not exist, it creates one and sets the sons and
parents to null. If the last hop of the CONFIRM_PARENT packet does
not exist in the sons list, it adds and updates the son timer to
SON_HOLD_TIME. If the son does exist, it simply updates the
SON_HOLD_TIME. The node then sets the parent address to the next
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hop in the multicasi routing table to reach the source, as determined by
the multicast routing table.

A multicast source periodically sends a SOURCE_CLAIM message
to every node in the network for two reasons. First, it informs multicast
receivers that the source is still sending data and that all of the nodes in
the multicast tree should update their multicast timers. Second, it allows
unattached hosts to join the multicast group. If a node detects that the
next hop entry towards the multicast source has changed, a node must
inform the new entry that it is now a multicast parent. To do this, the
node must send a CONFIRM_PARENT message to the node. If the old
parent is reachable, the node may send a LEAVE message to the old
parent to disable the route. A node periodically sends out
CONFIRM _PARENT messages to inform its parents that it still wishes
to receive multicast traffic. A MOLSR node that wants to leave a
multicast group and that has no sons sends a LEAVE message to its
parent. The parent removes this node from the son list and, if the list
becomes empty, it sends a LEAVE message to its parent. This continues
until a node that wants to receive data or a node with at least two sons, is
reached. As mentioned above, a node may send a LEAVE message if a
change in network topology causes a change in the multicast tree.

All the schemes we have discussed here assume that all nodes have
multicast capability and does not consider a situation when this is not
true. A case is presented in [Jacquet2001] when a node that does not
have multicast capabilities sends multicast data. This is an interesting
topic which deserves further investigation, and a proposal for a Wireless
Internet Group Management Protocol (WIGMP) has been introduced in
[Jacquet2001].

3.3.2.1.7 Other Protocols

The Associativity-Based Ad Hoc Multicast (ABAM) [Toh2000] is
an on-demand source-initiated multicast routing protocol for ad hoc
wireless networks. Here, a multicast tree is built for each multicast group
based on association stability. The link status of each node is monitored
by its neighbors. ABAM deals with the network mobility on different
levels according to varying mobility effects: branch repair when the
receiver moves, sub-tree repair when a branching node moves, and full



112 AD HOC & SENSOR NETWORKS

tree level repair when the source node moves. Tree reconfiguration is
required only when a link is broken, and a localized repair strategy
comes into picture.

In contrast to local control in ABAM and MZR, the On-demand
Location-Aware Multicast (OLAM) protocol [Basagni2000) proposed a
global method. OLLAM is based on the expectation that each node is
equipped with a positioning device such as GPS. With this assumption,
each node can process and take a snapshot of the network topology and
make up a multicast tree (minimum spanning tree). This protocol does
not use any distributed data structures or ad hoc routing protocol as
foundation. Although it is shown in [Basagni2000] that OLAM’s
overhead is low and that it works well for varying mobility and group
sizes, when the multicast tree is very large the GPS measurements may
become a huge burden for the network nodes.

Because on-demand operation is driven by the presence of data
packets instead of periodic or continuous control flooding, on-demand
protocols are expected to lower control overhead and react quickly to
routing changes. In view of this fact, the Adaptive Demand-Driven
Multicast Routing (ADMR) [Jetcheva2001a] proposes a protocol that
attempts to reduce non-on-demand components. ADMR uses tree flood
to enable packets to be forwarded following variant branches in the
multicast tree. A multicast packet in ADMR floods within the multicast
distribution tree only towards the group’s receivers. The use of tree flood
also increases the robustness of the tree structure. It also tends to scale
well with group size and mobility.

The Spiral-fat-tree-based On-demand Multicast (SOM) protocol
[Chen2001] builds a spiral fat tree as the multicast tree to increase the
stability of the tree structure [Figure 3.5]. By using link redundancy of
the fat tree, failed links will be easily replaced.

3.3.2.2 Mesh-Based Approaches

In contrast to the tree-based approach, mesh-based muiticast
protocols may have multiple paths between any source and receiver
pairs. Existing studies show that tree-based protocols are not necessarily
the best suited for multicast in a MANET environment if the network
topology changes frequently. In such an environment, mesh-based
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protocols seem to outperform tree-based proposals due to availability of
alternative paths, which allow multicast datagrams to be delivered to the
receivers even if links fail.

o
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(@
Figure 3.8 — The construction of spiral-fat-tree [Taken from Chen2001]

The disadvantage of a mesh is the increase in data-forwarding
overhead. The redundant forwarding consumes more bandwidth in the
bandwidth constrained ad hoc networks. Moreover, the probability of
collisions is higher when a larger number of packets are generated.
Therefore, one common problem mesh-based protocols have to consider
is how to minimize the data-forwarding overhead caused by flooding. As
we shall see, different protocols attack this issue in different ways
through the use of forwarding groups, cores, and so on. This section

gives an overview of the mesh-based approaches that support multicast
in MANETSs.

3.3.2.2.1 On-Demand Multicast Routing Protocol

On-demand Muiticast Routing Protocol (ODMRP) [Gerla2000] is a
mesh-based protocol, which employs a forwarding group concept (only a
subset of nodes forwards the multicast packets). A soft state approach is
taken in ODMRP to maintain multicast group members. No explicit
control message is required to leave the group. The group membership
and multicast routes are established and updated by the source on
demand. When a multicast source has packets to send, but no route to the
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multicast group, it broadcasts a Join-Query control packet to the entire
network. This Join-Query packet is periodically broadcasted to refresh
the membership information and updates routes as depicted in Figure 3.9.
When an intermediate node receives a Join-Query packet, it stores the
source ID and the sequence number in its message cache to detect any
potential duplicates. The routing table is updated with an appropriate
node ID (i.e., backward learning) from which the message was received.
If the message is not a duplicate and the TTL is greater than zero, it is
rebroadcasted.

When a Join-Query packet reaches a multicast receiver, it creates and
broadcasts a Join-Reply to its neighbors, When a node receives a Join-
Reply, it checks if the next hop node ID of one of the entrics matches its
own ID. If it does, the node realizes that it is on the path to the source
and thus is a part of the forwarding group and sets the FG_FLAG
{Forwarding Group Flag). It then broadcasts its own Join-Reply built
upon matched entries. The next hop node ID field contains the
information extracted from its routing table. In this way, each forward
group member propagates the Join-Reply until it reaches the multicast
source via the selected (shortest) path. This whole process constructs (or
updates) the routes from sources to receivers and builds a mesh of nodes.

After establishing a forwarding group and route construction process,
a source can multicast packets to receivers via selected routes and
forwarding groups. While a node has data to send, the source
periodically sends Join-Query packets to refresh the forwarding group
and the routes. When receiving the multicast data packet, a node
forwards it only when it is not a duplicate and the setting of the
FG_FLAG for the multicast group has not expired. This procedure
minimizes the traffic overhead and prevents sending packets through
stale routes.

In ODMRP, no explicit control packets need to be sent to join or
leave the group. If a multicast source wants to leave the group, it simply
stops sending Join-Query packets since it does not have any multicast
data to send to the group. If a receiver no longer wants to receive from a
particular multicast group, it does not send the Join-Reply for that group.

Nodes in the forwarding group are demoted to non-forwarding nodes if
not refreshed (no Join-Replies received) before they timeout.
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Figure 3.9 — Mesh creation in ODMRP Protocol [Taken from IEEE Publication

Cordeiro2003]

3.3.2.2.2 Core-Assisted Mesh Protocol

The Core-Assisted Mesh Protocol (CAMP) [Garcia-Luna-Aceves
1999b] supports multicasting by creating a shared mesh for each
multicast group. Meshes thus created, helps in maintaining the
connectivity to the multicast users, even in c¢ase of node mobility. It
horrows concepts from CBT, but the core nodes are used for control
traffic needed to join multicast groups. The basic operation of the CAMP
includes building and maintaining the multicast mesh for a multicast
group. It assumes a mapping service, which provides routers with the
addresses of groups identified by their names. Each router maintains a
routing table (RT) built with the unicast routing protocol and is modified
by CAMP when a multicast group needs to be inserted or removed. A
router may update its MRT based on topological changes or messages
received from iis neighbors.

CAMP classifies the nodes in the network in three modes: simplex,
duplex and non-member. A router joins a group in a simplex mode if it
intends only to send traffic received from specific nodes or neighbors to
the rest of the group, and does not intend to forward packets from the
group. A duplex member forwards any multicast packets for the group,
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whereas a non-member node needs not to be in the muilticast delivery
mesh. CAMP uses a receiver-initiated method for routers to join a
multicast group. If a router wishing to join a group has multiple
neighbors that are duplex members of the multicast group, then it simply
changes its MRT and directly announces to its neighbors that it’s a new
member for the multicast group using multicast routing update. If it has
no neighbors that are members of the multicast group, it either
propagates a join request to one of the multicast group “cores” or
attempts to reach a member through expanding ring search
[Perkins2003]. Any router that is a regular member of the multicast
group and has received the join request, is free to transmit a join
acknowledgement (ACK) to the sending router. A router can leave a
group if it has no hosts that are mentbers of the group, and also it has no
neighbors for whom it is an anchor, i.e., as long as they are not needed to
provide efficient paths for the dissemination of packets in the multicast
meshes for the groups. Cores are also allowed to leave multicast group if
there are no routers using them as anchors,

CAMP ensures that the mesh contains all reverse shostest paths
between a source and the recipients. A receiver node periodically
reviews its packet cache in order to determine whether it is receiving data
packets from neighbors, which are on the reverse shortest path to the
source. Otherwise, a HEARTBEAT message is sent to the successor in
the reverse shortest path to the source. This HEARTBEAT message
triggers a PUSH JOIN (PJ) message. If the successor is not a mesh
member, the PJ forces the specific successor and all the routers in the
path to join the mesh.

CAMP has the advantage that it does not use flooding and the
requests only propagate to mesh members. On the other hand, CAMP
relies on an underlying unicast routing protocol to guarantee correct
distances to all destinations within finite time.

3.3.2.2.3 Forwarding Group Multicast Protocol

Forwarding Group Multicast Protocol (FGMP) [Chiang1998] can be
viewed as flooding with “limited scope”, wherein the flooding is
contained within a selected forwarding group (FG) nodes. FGMP makes
innovative use of flags and an associated timer to forward multicast
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packets. When the forwarding flag is set, each node in FG forwards data
packets belonging to a group G with flags on until the timer expires. This
soft state approach of using timer works well in dynamically changing
environments. FGMP uses two approaches to elect and maintain FG of
forwarding nodes: FGMP-RA (Receiver Advertising) and FGMP-SA
{Sender Advertising).

In FGMP-RA, multicast receivers periodically announce their group
membership by flooding. Senders maintain a table with all receivers of
the group. In FGMP-8A, a sender periodically announces its presence in
network by flooding. The nodes, which relay this message, store the
next-hop to the sender. Multicast receivers join the group by sending
replies to the sender. FGMP can be seen as a twin method to ODMRP,
where their main difference relies on the way group meshes are
established. Both FGMP and ODMRP do have, however, scalability
problems due to flooding of control packets.

3.3.2.2.4 Other Protocols

In addition to the forwarding groups and cores used in the previously
discussed mesh-based multicast protocols, a local routing scheme is
proposed in the Neighbor Supporting ad hoc Multicast routing Protocol
(NSMP) [Lee2000a] to lower the network load. In NSMP, there are two
types of route discovery: flooding route discovery and local route
discovery. In flooding route discovery, control packets flood the entire
network in the initial route establishment or in repair of network
partitions, while in local route discovery only a small number of nodes
related to the multicast group are involved for routine path maintenance.
In selecting a route, NSMP prefers a path with more existing forwarding
nodes, which is supposed to reduce the total number of forwarding nodes
and increase the route efficiency. The neighboring nodes of the multicast
group are important for mesh maintenance. The neighbors are also used
to limit the control messages to a small part of the nodes and minimize
the frequency to flood the complete network. Result in [Lee2000a)
reports that NSMP has decreased transmissions and reduced control
overhead as compared to the ODMRP.

Intelligent On-Demand Multicast Routing Protocol (IOD-MRP)
[Wang 2001] is a modified version of CAMP, It employs an on-demand
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receiver initiated procedure to dynamically build routes and maintain
multicast group membership instead of using cores. Because the stale
routing information in the network may make the routes to the cores
unavailable, IOD-MRP discards the use of cores, thereby guaranteeing a
node can join the mesh with a shorter path. IOD-MRP also proposed an
intelligent mobility management procedure to handle the multicast mesh.
In other words, the receiver compares the paths and determines which
one is the best. The source is then informed of this fact for future routing.
This intelligent procedure can maintain and optimize the multicast mesh
by monitoring the multicast traffic and learning about link states of the
mesh. As a result, a control message due to flooding can be reduced
significantly. By employing such a procedure, IOD-MRP can guarantee
that there is always a path (normally a stable and optimal one) between
multicast senders and receivers. It is shown in [Wang2001] that IOD-
MRP can often provide better results than CAMP.

Finally, the Source Routing-based Multicast Protocol (SRMP)
[Laboid2001] applies the source routing mechanism defined by the DSR
unicast protocol in a modified manner, decreasing the size of the packet
header. SRMP obtains multicast routes on-demand through constructing
a mesh (an arbitrary subnet) to connect group members providing
robustness against mobility. This protocol minimizes the flooding scope
using the forwarding group nodes concept. The criterion used for
selecting forwarding group nodes allows the choice of stable paths with
enhanced battery life. This protocol operates in a loop-free manner,
minimizing channel overhead and making efficient use of network
resources. The mesh-based approach of SRMP avoids the drawbacks of
multicast trees. SRMP outperforms other multicast protocols by
providing available paths based on future prediction for links state. These
paths also guaraniee nodes stability with respect to their neighbors,
strong connectivity between nodes, and higher battery lifetime.

3.3.2.3 Stateless Approaches

Tree-based and mesh-based approaches have an overhead of creating
and maintaining the delivery tree/mesh with time. In a MANET
environment, frequent movement of MHs considerably increases the
overhead in maintaining the delivery tree/mesh. To minimize the effect
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of such a problem, stateless multicast is proposed wherein a source
explicitly mentions the list of destinations in the packet header. Stateless
multicast approaches focus on small group multicast and assumes the
underlying routing protocol to take care of forwarding the packet o the
respective destinations based on the addresses contained in the header. In
this section we present the main stateless multicast routing protocols
proposed for use in MANETS.

3.3.2.3.1 Differential Destination Multicast

Differential Destination Multicast (DDM) protocol [Ji2001] is meant
for small-multicast groups operating in dynamic networks of any size.
Unlike other MANET routing protocols, DDM leis source to control
multicast group membership. The source encodes multicast receiver
addresses in multicast data packets using a special DDM Data Header.
This variable length destination list is placed in the packet headers,
resulting in packets being self-routed towards the destinations using the
underlying unicast routing protocol. It eliminates maintaining per-session
multicast forwarding states at intermediate nodes and thus is easily
scalable with respect to the number of sessions.

DDM supports two kinds of operating modes: “stateless™ and “soft
state”. In stateless mode, the nodes along the data forwarding paths need
not maintain mukticast forwarding states. An intermediate node receiving
a DDM packet only needs to look at the header to decide how to forward
the packet. In the “soft-state” mode, based on in-band routing
information, each node along the forwarding path remembers the
destinations to which the packet has been forwarded last time and its next
hop information. By caching this routing information at each node, the
protocol does not need to list the entire destination in future data packets.
In case changes occur in the underlying unicast routing, an upstream
node only needs to inform its downstream nodes about the differences in
the destination forwarding since the last packet; hence the name
“Differential Destination Multicast”.

At each node, there is one Forwarding Set (FS) for each multicast
session, which records to which destinations this node forwards data. The
nodes also maintain a Direction Set (DS) to record the particular next
hop to which multicast destination data are forwarded. At the source
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node, FS contains the same set of nodes as the multicast Member List
(ML). In the intermediate nodes, the FS is the union of several subsects
based on the data stream received from upstream neighbors. Associated
with each set FS_k, there is a sequence number SEQ(FS_k) which is
used to record the last DDM Block Sequence Number seen in a received
DDM data packet from an upstream neighbor k. It helps to detect loss of
data packet containing the forwarding set updates. At a given node, FS
also needs to be partitioned into subsets according to the next hops for
different destination.

DDM supports two types of packets: control and data packets, where
the data packets may also contain control information. There are five
types of control packets: JOIN, ACK, LEAVE, RSYNC, and
CTRL_DATA. To join a multicast session, a receiver needs to unicast a
JOIN message to the source for that session. The source updates its ML
and replies with an ACK. In DDM, membership refreshing is source-
initiated. After a specified period of time, the source sets a POLL flag in
the next outgoing data packet. Multicast members need to unicast a JOIN
message again lo the source to express their continued interest. A
member can also leave the session by sending an explicit LEAVE
message. CTRL_DATA is used to encapsulate multicast data to send it to
a particular destination by using unicasting, while RSYNC message is
used to synchronize the multicast destination address sets between a pair
of neighboring nodes whenever the topology changes.

It is important to discuss the differences between the LGT and DDM
as both of them are primarily meant to provide small group multicast. In
DDM, the packet distribution tree is uncontrollable by upper layer
transport and application layers, whereas in LGT the packet distribution
tree is constructed explicitly with the flexibility of adding wpper layer
packet processing and routing. Additionally, DDM requires every node
in the network to eventually participate in the packet forwarding, while
in LGT only the nodes participating in the session need to cooperate.

3.3.2.3.2 DSR Simple Multicast and Broadcast Protocol

The DSR Simple Multicast and Broadcast protocol (DSR-MB)
[Jetcheva2001b] is designed to provide multicast and broadcast
functionality in ad hoc networks. It utilizes the Route Discovery
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mechanism defined by the DSR unicast protocol to flood the data packets
in the network. Although this is derived from DSR, it can be
implemented as a stand-alone protocol. In fact, it does not rely on unicast
routing to operate. If DSR has already been implemented on the network,
minor modifications are required to enable this protocol.

This multicast and broadcast protocol utilizes controlled flooding to
distribute data in the network and does not require establishment of a
state in the network for data delivery. It is not intended as a general
purpose multicast protocol. Its applicability is mainly in environments
characterized by very high mobility or by a relatively small number of
nodes. In the former case, protocols relying on the establishment of
multicast state perform inadequately because they are unable to track the
rapid changes in topology. In the latter case, the overhead of keeping
multicast state exceeds the overhead of flooding.

3.3.2.4 Hybrid Approaches

The protocols to provide multicast in ad hoc networks discussed so
far, either address efficiency or robustness but not both simultaneously.
The tree-based approaches provide high data forwarding efficiency at the
expense of low robustness, whereas mesh-based approaches lead to
better robustness (link failure may not trigger a reconfiguration) at the
expense of higher forwarding overhead and increased network load.
Thus, there is a possibility that a hybrid muiticasting solution may
achieve better performance by combining the advantages of both tree and
meshed-based approaches. In this section, we explore the different
hybrid approaches to enable ad hoc multicasting.

3.3.2.4.1 Ad Hoc Multicast Routing Protocol

The Ad hoc Multicast Routing Protocol (AMRoute)
[Bommaiah1998] creates a bi-directional, shared tree by using only
group senders and receivers as tree nodes for data distribution. The
protocol has two main components: mesh creation and irce setup (see
Figure 3.10).

The mesh creation identifies and designates certain nodes as logical
cores and these are responsible for initiating the signaling operation and
maintaining the multicast tree to the rest of the group members. A non-
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core node only responds to messages from the core nodes and serves as a
passive agent. The selection of logical core in AMRoute is dynamic and
can migrate to any other member node, depending on the network
dynamics and the group membership. AMRoute does not address
network dynamics and assumes the underlying unicast protocol to take
care of it. To create a mesh, each member begins by identifying itself as
a core and broadcasts JOIN_REQ packets with increasing TTL to
discover other members. When a core receives JOIN_REQ from a core
in a different mesh for the same group, it replies with a JOIN_ACK. A
new bi-directional tunnel is created between the two cores and one of
them 1is selected as core after the mesh merger. Once the mesh has been
established, the core initiates the tree creation process. The core sends
out periodic TREE_CREATE messages along all links incident on its
mesh. Using unicast tunnels, the TREE_CREATE messages are sent
only to the group members. Group members receiving non-duplicate
TREE_CREATE message forwards it to all mesh links except the
incoming one, and marks the incoming and outgoing links as a tree links.
If a link s not going to be used as part of the tree, the TREE_CREATE is
discarded and TREE_CREATE_NAK is sent back to incoming links, A
member node, which wants to leave a group, can do so by sending a
JOIN_NAK message to its neighboring nodes,

AMRoute employs the virtual mesh links to establish the multicast
tree, which helps in keeping the multicast delivery tree the same even
with the change of network topology as long as routes between core
nodes and tree members exist via mesh links. The main disadvantage of
this protocol is that it may have temporary loops and may create non-
optimal trees in case of mobility.

3.3.2.4.2 Multicast Core-Extraction Distributed Ad Hoc Routing

The Multicast Core-Extraction Distributed Ad hoc Routing
(MCEDAR) [Sinhal999] is a multicast extension to the CEDAR
architecture. The main idea of MCEDAR is to provide the efficiency of
the tree-based forwarding protocols and robustness of mesh-based
protocols by combining these two approaches. It is worth pointing out
that a source-based forwarding tree is created on a mesh. As such, this
ensures that the infrastructure is robust and data forwarding ocecurs at
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Figare 3.10 — AMRoute virual multicast tree [Taken from IEEE Publication Cordeiro2003)

minimum height trees. MCEDAR decouples the control infrastructure
from the actual data forwarding in order to reduce the control overhead.
The underlying unicast protocol, CEDAR, provides the core broadcasting
for multicasting. The core is used for routing management and link state
inspection. Also, the cores make up the mesh infrastructure which is
referred to as an mgraph, and use joinIDs to perform the join operation.

As MCEDAR uses a mesh as the underlying infrastructure, it can
tolerate a few link breakages without reconfiguration. The efficiency is
achieved by using a forwarding mechanism on the mesh that creates an
implicit route-based forwarding tree. As mentioned earlier, this ensures
that the packets need to travel only the minimum distance in the tree.

3.3.2.4.3 Mobility-Based Hybrid Multicast Routing

The Mobility-based Hybrid Multicast Routing (MHMR) protocol
[An2001] is built on top of the mobility-based clustering infrastructure.
In order to deal with the issues of scalability and stability, the structure
is hierarchical in nature. The mobility and positioning information is
provided via a GPS for each node. For a group of nodes, a cluster-head is
chosen to manage and monitor the nodes in a cluster. A mesh structure
is built based on all the current clusters. Thus, MHMR achieves high
stability. This is followed by a tree structure built based on the mesh to
ensure that the multicasting group achieves maximal efficiency. MHMR
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also provides a combination of proactive and reactive concepts which
enable low route acquisition delay of proactive schemes while achieving
low overhead of reactive methods.

It is interesting to note that cores are employed in both AMRoute and
MCEDAR, as well as in many tree and mesh multicast algorithms. The
use of cores has been shown to lower the control overhead. The use of
cluster-heads has been proposed in MHMR. This has been shown to be a
reasonable approach since dividing the nodes in an ad hoc network into
clusters seems to be a promising method in taking care of highly
dynamic nodes. Hybrid methods can reveal themselves to be attractive as
they can provide protocols that can address further robustness and
efficiency. Though hybrid protocols have not been as deeply investigated
as tree and mesh protocols, they are under development and recent
results indicate its promising future.

3.3.3 Comparison

The basic idea behind defining multicast routing protocol for
MANET is to form path to the group members, with minimal redundancy
and various algorithms described earlier, do attempt to achieve this goal
using different mechanisms. The host mobility also influences the routes
being sclected and possibility of loop formation or the paths becoming
non-optimal are important. It is also critical to know if the paths created
is on demand, or optimal paths are determined once and updated
periodically when needed. Another important consideration is if the
control packets are flooded throughout the network or it is limited to
some nodes in the multicast delivery tree. Keeping this in mind, Table
3.1 compares different proposals to provide multicasting over MANETs
using various metrics. A performance study of various multicast routing
protocols can be found in [Lee2000b].

3.4 Geocasting

We now turn our afttention to the problem of geocasting over
MANETSs. As we have mentioned earlier, geocasting is a variant of the
conventional multicasting problem and distinguishes itself by specifying
hosts as group members within a specified geographical region. In
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geocasting, the nodes eligible to receive packets are implicitly specified
by a physical region and membership changes as mobile nodes move in
or out of the geocast region.

Table 3.1 — Comparison of ad hoc multicast routing protocols [Taken from IEEE
Publication Cordeiro2003]

Control Packet
Dependence - Flooding
Protocol Topelogy ;::: on Unicast l;ﬂe:od:c Done/Required
Protocol sage
Flooding Mesh Yes No Ne Ne
AMRoute Hybnid No Yes Yes Yes
AMRIS Tree Yes No Yes Yes
MAODV Tree Yes Yes Yes Yes
LAM Tree Yes Yes No Mo
LGT- Tree Yes Na Yes No
Based
ODMRP Mesh Yes Mo Yes Yes
CAMP Mesh Yes Yes Yes No
DDM Stateless Yes No Yes Mo
Tree
FGCMP-RA Mesh Yes Yes Yes Yes
FGCMP-SA Mesh Yes No Yes Yes
MCEDAR Hybrid Yes Tes Yes Yes

The concept of geocast was first introduced in [Navasl1997] as an
Internet addition, not MANET additions. The GPS application in
geographic messaging is described in [Navas1997], where it is discussed
how to send packets to users who are located on a wired network within
a particular polygon or circle defined by latitude and longitude.

In future, it may be possible that GPS is deployed in almost every
user terminal. With GPS, each node has its location readily available.
Here, we assume that whenever a node in the geocast region receives a
geocast packet, it floods the geocast packet to all its neighbors. In other
words, flooding of geocast packets takes place within the geocast region.
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All geocast protocols presented here follow this assumption. One effect
of this assumption is that a geocast protocol works if at least one node in
the geocast region receives the geocast packet. Lastly, we assume that
the protocols presented here use a jirrer technique in order to avoid two
packets colliding with each other by a broadcast. In other words, nodes
offset transmissions by a random jitter to avoid their neighbors sending
packets at the same time. This issue has been discussed in the previous
chapter.

In this section, we classify existing geocast protocols into two
categories: data-transmission oriented protocols and routing creation
oriented protocols. Since all the nodes in the geocast region share
information among each other by flooding, the difference between these
two categories is how they transmit information from a source to one or
more nodes in the geocast region. Data-transmisston oriented protocols
use flooding or a variant of flooding to forward geocast packets from the
source to the geocast region. Routing-creation oriented protocols create
routes from the source to the geocast region via control packets, Both of
these techniques eventually reach one or more nodes in the geocast
region.

3.4.1 Geocast Routing Protocols

In this section, we discuss the main geocast routing protocols
proposed for use in MANETSs. We start with data-transmission oriented
protocols, followed by the route creation oriented approaches.

3.4.1.1 Data-Transmission Oriented

Data-transmission oriented geocast protocols use flooding or a
variant of flooding to forward data from the source to the geocast region
- and are described here.

3.4.1.1.1 Location-Based Multicast

The Location-Based Multicast (LBM) protocol [Ko1999] extends the
LAR unicast routing algorithm for geocasting. As we have seen, LAR is
an approach to utilize location information to improve the performance
(i.e., higher data packet delivery ratio and lower overhead) of a unicast
routing protocol in a MANET. Similarly, the goal of LBM is to decrease
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delivery overhead of geocast packets by reducing the forwarding space
for geocast packets, while maintaining accuracy of data delivery.

The LBM algorithm is based upon a flooding approach. LBM is
essentially identical to flooding data packets, with the modification that a
node determines whether to forward a geocast packet further via one of
two schemes.

¢ LBM Scheme 1: When a node receives a geocast packet, it forwards
the packet to its neighbors if it is within a forwarding zone; otherwise, it
discards the packet. Thus, how to define the forwarding zone becomes
the key point of this scheme. Figure 3.11 shows one example of a
forwarding zone [Boleng2001]. In Figure 3.11, the size of the forwarding
zone is dependent on (i) the size of the geocast region and (ii} the
location of the sender. In a BOX Forwarding Zone, the smallest rectangle
that covers both the source node and the geocast region defines the
forwarding zone. All the nodes in the forwarding zone forward data
packets to their neighbors. Other kinds of forwarding zones are possible,
such as the CONE Forwarding Zone [Boleng2001]. A parameter & is
discussed in [Kol1999] to provide additional control on the size of the
forwarding zone. When, ¢ is positive, the forwarding zone is extended in
both positive and negative X and Y directions by &.(i.e., each side
increases by 24).

Geocast

Ll

N
Source ‘~. .

Figure 3.11 — A BOX forwarding zone [Taken from IEEE Publication Boleng2001]
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¢ LBM Scheme 2: Unlike scheme 1, in which a geocast packet is
forwarded based on the forwarding zone, scheme 2 does not have a
forwarding zone explicitly. Instead, whether a geocast packet should be
forwarded is based on the position of the sender node at the transmission
of the packet and the position of the geocast region. That is, for some
parameter &, node B forwards a geocast packet from node A (originated
at node 8), if node B is “at least, & closer” to the center of the geocast
region (Xc, Ye) than node A. In other words, DISTA = DISTB+6 . We
define (Xc, Yc) as the location of the geometrical center of the geocast
region, and for any node Z, DISTz denotes the distance of node Z from
(Xc, Ye). In Figure 3.12 [Ko1999], node B will forward a geocast packet
transmitted by node A since DISTA = DISTB and & = 0. Node K will,
however, discard a geocast packet transmitted by node B, since node K is
not closer to (Xe, Yc) than node B. In brief, this protocol ensures that
every packet transmission sends the packet closer to the destination.

As for the performance, the accuracy (i.e., ratio of the number of
geocast group members that actually receive the geocast packets to the
number of group members that were supposed to receive the packets) of
both LBM schemes is comparable with that of flooding geocast packets
throughout the network. However, the number of geocast packets
transmitted (a measure of the overhead) is consistently lower for LBM
than simple flooding.

Geocast
region
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Figure 3,12 - Forwarding zone in LBM scheme 2 [Taken from IEEE Publication Ko1999]
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3.4.1.1.2 Voronoi Diagram Based Geocasting

The goal of the Voronoi Diagram based Geocasting (VDG) protocol
[Stojmenovic1999] is to enhance the success rate and decrease the hop
count and flooding rate of LBM. It is observed that the forwarding zone
defined in LMB may be a partitioned network between the source node
and the geocast region, although there exists a path between the source

and the destination. An example of this problem is illustrated in Figure
3.13.

Geccast

Figure 3.13 - An example of a problem in LBM [Taken from Stojmenovicl999)

In VDG, the definition of the forwarding zone of LBM has been
modified. The neighbors of node A that are located within the forwarding
zone in VDG are exactly those neighbors that are closest in the direction
of the destination. This definition of a forwarding zone not only resolves
the problem of having no nodes inside the forwarding zone, but also
precisely ‘determines the expansion of the forwarding zone. This
forwarding zone can be implemented with a Voronoi diagram for a set of
nodes in a given node’s neighborhood of a MANET. A Voronoi diagram
of n distinct points (i.e., # neighbors) in a plane is a partition of the plane
into # Voronoi regions, which, when associated with node A, consists of
all the points in the plane that are the closest to A. In other words, the
Voronoi diagram model is a model where every point is assigned to a
Voronoi region. The subdivision induced by this model is called the
Voronoi diagram of the set of nodes [Berg]. For example, in Figure 3.14
[Stojmenovic1999] five neighbors of source node S (A, B, C, E and F)
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carve up the plane into five Voronoi regions. The region associated with
node A, consists of nodes G and H, since these two nodes are closer to
node A than to any other node. The geocast region is the rectangle with
the center D. In Figure 3.14, the Voronoi regions of nodes B and E
intersect the geocast region; thus, only nodes B and E will forward

geocast packets from node S.

Geocast region

"ansamand

Figure 3.14 — Example of a Voronoi diagram and the request zone
[Taken from Stojmenovic] 999]

Although there are not any simulations of the VDG algorithm, it is
believed that VDG reduces the flooding rates of LBM Scheme 1, as
fewer packets should be transmitted. On the other hand, VDG may offer
lictle improvement over LBM Scheme 2, as the end result of the two

protocols appears to be similar.
3.4.1.1.3 GeoGRID
Based on the unicast protocol GRID [Liao2001], the GeoGRID
protocol [Liao2000] uses location information, which defines the
forwarding zone and elects a special host (i.e, gateway) in each grid area

responsible for forwarding the geocast packets. It is argued in [Liao2000]
the forwarding zone in LBM incurs unnecessary packet

that

transmissions, and a tree-based solution is prohibitive in terms of control
overhead. GeoGRID partitions the geographic area of the MANET into
two-dimensional (2D) logical grids. Each grid is a square of size d X d
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(there are trade-offs in choosing a good value of d, as discussed in
[Lia02000].) In GeoGRID, a gateway node is elected within each grid.
The forwarding zone is defined by the location of the source and the
geocast region. The main difference between GeoGRID, LBM and VDG
is the following: in GeoGRID, instead of every node in a forwarding
zone transmitting data, only gateway nodes take this responsibility.
There are two schemes on how to send geocast packets in GeoGRID:
Flooding-Based GeoGRID and Ticket-Based GeoGRID.

In Flooding-Based GeoGRID, only gateways in every grid within the
forwarding zone rebroadcast the received geocast packets. Thus, gateway
election becomes the key point of this protocol. In Ticket-Based
GeoGRID, the geocast packets are still forwarded by gateway nodes, but
not all the gateways in the forwarding zone forward every geocast
packet. A total of m + n tickets are created by the source if the geocast
region is a rectangle of m X n grids. The source evenly distributes the m
+ n tickets to the neighboring gateway nodes in the forwarding zone that
are closer to the geocast region than the source. A gateway node that
receives X tickets follows the same procedure as the one defined for the
source. Consider the example in Figure 3.15 where node S begins with
five (2+3) tickets. Node S may distribute two tickets to its neighboring
nodes A and B, and one ticket to its neighbor node C, which are closer to
the geocast region than node S. Tt is not mentioned in [Liao2000),
however, why node C is given fewer tickets than nodes A and B. We
believe the philosophy is that each ticket is responsible for carrying one
copy of the geocast packet to the geocast region. Hence, if a node is sent
a geocast packet that it has seen before, it does not discard it. For
example, if node C decides to give its ticket to node B in Figure 3.15,
(ie., node B receives a geocast packet from node C), node B will
rebroadcast the packet. In other words, node B will transmit the geocast
packet (at least) two times.

Both the Flooding-Based GeoGRID and the Ticket-Based GeoGRID
protocols need an efficient solution for the gateway election. Once this
node is elected, it remains the gateway until it moves out of the grid. One
problem of this selection process is when another potential gateway
roams closer to the physical center of the grid than the currently assigned
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gateway and cannot be elected as the gateway until the current gateway
leaves the grid. To eliminate this possibility, multiple gateways could be
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Figure 3.15 — A geocast example for the Ticket-Based GeoGRID protocol
[Taken from Liac20(0]

allowed to reside in a grid temporally. In this sitwation, if a gateway
hears a packet from another gateway at a location closer to the physical
center of its grid, it silently turns itself into a non-gateway node and does
not forward any further geocast packets. However, if the grid size is
small, or the mobility of the node is low, this problem may not be severe.
Another effective way of gateway election is via the concept of Node
Weight [Basagnil999]. For example, we could assign the weight of a
node as being inversely proportional to its speed. Flooding-Based
GeoGRID and Ticket-Based GeoGRID have obvious advantages over
LBM Scheme 1 and LBM Scheme 2, especially in dense networks. The
two GeoGRID protocols should offer both higher accuracy and lower
delivery cost than LBM and VDG due to the reduced number of
transmitted packets.

3.4.1.2 Route Creation Oriented

As discussed in the previous chapter, flooding of packets may cause
a broadcast storming effect, generating serious redundancy, contention
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and collision problems. In this section we introduce routing-creation
oriented protocols, which create routes to transmit data from the source
to the geocast region. One advantage of this kind of protocol is the
reduced overhead in the transmission of data packets, as compared to
data-transmission oriented protocols. One disadvantage is that it requires
higher latency and control overhead to establish the routes.

3.4.1.2.1 GeoTORA

The goal of the GeoTORA protocol [Ko2000] is to reduce the
overhead of transmitting geocast packets via flooding techniques, while
maintaining high accuracy. The unicast routing protocol TORA is used
by GeoTORA to transmit geocast packets to a geocast region. As TORA
is a distributed routing protocol based on a “link reversal” algorithm, it
provides multiple routes to a destination. Despite dynamic link failures,
TORA attempts to maintain a destination-oriented directed acyclic graph
such that each node can reach the destination. In GeoTORA, a source
node essentially performs an anycast to any geocast group member (i.e,
any node in the geocast region) via TORA. When a node in the geocast
region receives the geocast packet, it floods the packet such that the
flooding is limited to the geocast region.

The accuracy of GeoTORA is high, but not as high as pure flooding
or LBM. One reason is only one node in the geocast region receives the
geocast packet and if that node is partitioned from other nodes in the
geocast regton, the accuracy reduces.

3.4.1.2.2 Mesh-Based Geocast Routing Protocol

The Mesh-based Geocast Routing (MGR) protocol [Boleng2001)
uses a mesh for geocasting in an ad hoc environment in order to provide
redundant paths between the source and the group members. Since the
group members in a geocast region are in close proximity to each other,
it is less costly to provide redundant paths from a source to a geocast
region than to provide the redundant paths from a source to a multicast
group of nodes that may not be in close proximity of each other. Instead
of flooding geocast packets, the MGR Protocol tries to create redundant
routes via control packets. First, the protocol floods JOIN-DEMAND
packets in a forwarding zone. A JOIN-DEMAND packet is forwarded in
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the network until it reaches a node in the geocast region. This node
unicasts a JOIN-TABLE packet back to the source by following the
reverse route of the JOIN-DEMAND packet. Thus, the nodes on the edge
of the geocast region become a part of the mesh. Once the first JOIN-
TABLE packet is received by the source, data packets can be sent to the
nodes in the geocast region. Figure 3.16 shows an example of geocast
communication via a mesh.

Geocas? .

Source . .

...... mesh formed

Figure 3.16 - A Mesh-based Geocast Routing protocol example
[Taken from Boleng2001]

Using the forwarding zome discussion from LBM, different
forwarding zonmes have been evaluated to control the number of
redundant paths in the mesh. A larger forwarding zone creates a larger
mesh. Reducing the area of the forwarding zone reduces control
overhead, network-wide data load, end-to-end delay, and network
reliability. In addition, increasing the average node mobility leads to
decreased network reliability.

3.4.2 Comparison

In the data-transmission oriented category, GeoGRID appears to be
an effective protocol. Both the Flooding-Based GeoGRID protocol and
the Ticket-Based GeoGRID protocol may reduce the overhead of LBM
and VDG, and especially in the dense network.
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As compared to data-transmission oriented protocols, the overhead
of GeoTORA is small. However, the accuracy of GeoTORA
tremendously affected. Another potential problem with GeoTORA is that
only one node receives a geocast packet from TORA which is then
responsible for flooding through the geocast region. In the MGR
protocol, multiple nodes in the geocast region will receive a geocast
packet due to the redundant paths that are created between the source and
the geocast region. While redundant paths will increase the overhead
compared to a single path, the accuracy of redundant paths should also
increase. In conclusion, there appears to be a trade-off between overhead
and reliability. In other words, higher protocol overhead appears to
provide better levels of reliability, while lower protocol overhead appears
to provide lower levels of reliability.

3.5 Conclusions and Future Directions

As mentioned earlier, research in the area of broadcasting,
multicasting and geocasting over MANETS is far from being exhaustive.
Much of the effort so far has been on devising routing protocols to
support effective and efficient communication between nodes. However,
there are still many topics that deserve further investigation such as:

¢  Scalability — This issue is not only related to broadcasting,
multicasting or geocasting in MANETs but also with the MANET
itself. An obvious question comes to our mind is to what extent can
an ad hoc network grow? Can we design a multicast routing protocol
for MANET, which is scalable with respect to number of members in
the group, their mobility and other constraints posed by the MANET
environment itself? Similarly, can we come up with a scalable
location service and forwarding scheme to provide efficient
geocasting services?;

¢ Applications for broadcast/multicast/geocast over MANETs —
Have we found a killer application? Does it exist or do we really
need one? Although we talk about online gaming, military
applications,  environmental monitoring, and  information
dissemination in selected geographical areas, but what the potential
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commercial applications of MANETs are and if service providers
can be convinced to support multicast and/or geocast, is still an open
issue;

QoS — This applies to broadcast, multicast and geocast. Is it feasible
for bandwidth/delay-constrained multicast applications to run well in
a MANET? Since MANET itself does not have a well-defined
framework for QoS support yet, it may be difficult to address this
task for some time;

Address configuration — This has a lot to do with multicast
services. Due to the infrastructureless nature of MANETS, a different
addressing approach may be required. Special care needs to taken so
that other groups should not reuse a multicast address used by a
group at the same time. Node movement and network partitioning
makes this task of synchronizing multicast addresses in a MANET
really difficult;

Security — How can the network secure itself from malicious or
compromised hosts? Due to broadcast nature of the wircless
medium, security provisioning has become more difficult. In the
specific case of multicasting, further research is needed to investigate
how to stop an intruder from joining an ongoing multicast session or
stop a node from reception of session packets; and

Power control — How can battery life be maximized? Both source
and core-based multicast approaches concentrate traffic on a single
node. For example, in a stateless multicast the group membership is
controlied by the source, which limits lifetime of its battery. It still
needed to investigate how to efficiently distribute traffic from a
central node to other member nodes in a MANET. Similarly,
efficient geocasting services can consume considerable amounts of
energy and more research in the area of energy efficient schemes is
deemed necessary.

The research community is already looking into many of these

questions; however, there is still a lot more work to be done.

Homework Questions/Simulation Projects

Q. 1. Why is multicasting not considered as restricted broadeasting in ad hoc networks?
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Q. 2. What are the limitations of “dominating sets™ approach in achieving breadcasting in
ad hoc networks?

Q. 3. When would you prefer multiple unicast over core-based routing?

Q. 4. Muliicasting is an important process in networking. Some routers in the network do
have multicasting capability while others still do not support this feature. Assuming that
there are 200 nodes network with no multicast capability and each multicast group
consists of exactly 8 members and are randomly distributed in the network. What are
different options do you have to perform multicasting and what are their relative
advantages and disadvantages?

Q. 5. Consider a dominating set of size [DI. Prove that it is possible to connect D using at
most 2D additional veriices.

Q. 6. Design a problem based on any of the material covered in this chapter {or in
references contained therein) and solve it diligently.
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Chapter 4

Wireless LANs

4.1 Introduction

During the last few years, the Internet has become the major driving
force behind most of the new developments in the telecommunication
networks field. The volume of packet data traffic has been growing at a
much faster rate than the telephone traffic. Meanwhile, there has been a
similar explosive growth in the wireless field. We have seen the rollout
of three generations of wireless cellular systems, attracting end-users by
providing efficient mobile communications. In addition, wireless
technology has become an important component in providing networking
infrastructure for data delivery. This revolution has been made possible
by the introduction of new networking technologies and paradigms such
as Wireless LANs (or WLANs like IEEE 802.11 [IEEE-802.111997]),
Wireless PANs (or WPANs like Bluetooth [Bisdikian2001]), Wireless
MANSs (or WMAN like IEEE 802.16 [Eklund2002]), Wireless WANs (or
WWANS like IEEE 802.20 [IEEES02.20www]}, and Wireless RANs (or
WRAN like [EEE 802.22 [Cordeiro2005]). In particular, WLANs are
becoming very popular for indoor applications, mainly due to their
fiexible configuration, low installation and maintenance costs, and
mobility support as compared to their traditional wired counterparts. The
combination of both the growth of the Internet and the success of
wireless networks suggest that the next trend will be an increasing
demand for wireless access to Internet applications.

Although the ad hoc protocols discussed in the previous chapters
can, in principle, be implemented over nearly any type of network, the
dominant choice has been the ad hoc and mesh (or infrastructureless)
mode offered by the WLANs and WPANs technologies. Given the
importance of these two new paradigms in local wireless ad hoc
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communications, we need to investigate WLANs and WPANs in
conjunction with ad hoc networking. For WLANs, the most well known
represetatives are the IEEE 802.11 standard and their variations
[IEEE802.111997www]. The best example representing short-range
WPANS is an industry standard: Bluetooth [Bluetoothwww]. The IEEE
802 committee has also realized the importance of short-range wireless
networking and established the IEEE 802.15 Working Group for WPANs
[IEEES02.15www] to standardize protocols and interfaces (the activities
taking place in IEEE 802.15 are discussed in the next chapter).

This chapter deals with the IEEE standard 802.11 for WLANs and
all the circumventing design issues in detail, and how it can be used to
enable ad hoc networking. We also discuss the European
Telecommunications Standards Institute (ETSI) standard HIPERLAN/2
and present the various research advances in the WLAN arena. Bluetooth
and the IEEE 802.15 standards are discussed in the next chapter. We note
that we focus on the ad hoc operating mode of these technologies.

4.2 Why Wireless LANs

Since the success of Xerox’s Palo Alto Research Center’s Ethernet
project in early 1970’s (and other similar communication protocols), the
basic technology has been in place to blossom LANSs in both the public
and the private sectors. Standard LAN protocols, such as Ethernet that
operate at a fairly high speed using inexpensive connection hardware,
have brought digital networking to almost any computer. Today,
organization of all sizes accesses and shares information over a
communication network and the power of networking and collaborative
distributed computing are easily realizable. However, until recently,
LLANs have been limited to the physical, hard-wired infrastructure of the
building. Even with phone dial-ups, network nodes are limited to access
through wired landline connections. Many network users, especially
mobile users in businesses, the medical profession, factories, and
universities, to name a few, find many benefits from the added
capabilities of wireless LANs [Goldberg1995].

A major motivation and flexibility provided by wireless LANS is the
mobility and untethered from conventional hardwired connections, a


http://IEEE802.il

Chapter 4: Wireless LANs 143

network user can move around almost without any restrictions and still
remain connected. The practical use of wireless networks is only limited
by an individual’s imagination. Medical professionals can obtain not
only patient records, but also real-time viial signs and other reference
data at the patient bedside, without relying on reams of paper charts.
Factory floor workers can access part and process specifications without
inconvenient or sometimes bothersome wired connections. Wireless
connections for any real-time sensing system allow a remote engineer to
diagnose and maintain the welfare of manufacturing equipment, even on
an environmentally-hostile factory environment. Warchouse inventories
can be carried out and verified quickly and effectively with wireless
scanners comnected to the main inventory database. Even wireless
“smart” price tags, completing with liquid crystal display (LCD)
readouts, allow merchants to virtually eliminate discrepancies between
stock-point pricing and scanned prices at the checkout lane. The list of
possibilities is almost endless.

In addition to increased mobility, wireless LANs offer increased
flexibility. Again, imagination is the limiting parameter. One can easily
visualize a meeting in which employees use small computers and
wireless links to share and discuss future design plans and products. This
ad hoc network can be brought up and torn down in a very short time as
needed, either around the conference table and/or around the world.
Some car rental establishments already use wireless networks to help
facilitate check-ins. Traders on Wall Sireet are able to use wireless
terminals (o make market trades. Increasing number of students in
university campuses is accessing lecture notes and other course materials
while wandering around their campus.

Sometimes, it may even be economical to use a wireless LAN. For
instance, in old buildings, the cost of asbestos cleanup or removal
outweighs the cost of installing a wireless LAN solution. In other
sttuations, such as a factory floor, it may not be feasible to mn a
traditional wired LAN.
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4.3 Transmission Techniques

In this section we give an overview of the transmission technologies
which have been developed for the many standards and products for
wireless networks [Pahlavan2001]. We first introduce the wired
transmission technologies, as they are important for understanding the
wireless ones. In principle, these techniques are applicable to all wired
and wireless modems because the basic design issues are nearly the
same. Typically, we would like to transmit data with the highest possible
data rate and with the minimum level of the signal power, minimum
channel bandwidth, and reduced transmitter and receiver complexity.
However, the emphasis on these objectives varies according to the
application requirements and medium for transmission, and there are
certain details that are specific to particular applications and media of
transmissions. Finally, these design objectives are often conflicting and
the trade-offs decide what factors are more important than the others,

4.3.1 Wired

All data applications for wired networks, including LANs, employ
very simple schemes for transmission over, for instance, twisted pair,
coaxial cable, or optical fiber. The data received from upper layers are
line coded (e.g., Manchester coded on Ethernet) and the voltages (or
optical signals) are applied to the medium directly. These transmissions
schemes are often referred to as baseband transmission schemes. In
voice-band modems, Digital Subscriber Line (DSL), and coaxial cable
model applications, the transmitted signal is modulated over a carrier.
The amplitude, frequency, phase, or a combination of these is used to
carry data. These digital modulation schemes are correspondingly called
amplitude shift keying (ASK), frequency shift keying (FSK), phase shift
keying (PHK), or quadrature amplitude modulation (QAM). In voice-
band modems with the telephone channel passband of 300-3,300 Hz, the
carrier is chosen to be around 1,800 Hz which is at the center of the
passband.

For DSL services, the spectrum is shifted away from the lower
frequencies used for voice applications. Discrete multitone transmission,
a form of Orthogonal Frequency Division Multiplexing (OFDM), is
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employed in DSL. In cable modems, modulation is employed to shift the
spectrum of the signal to a particular frequency channel and to improve
the bandwidth efficiency of the channel by supporting higher data rates.
In the data networking industry, cable modems are referred to as
broadband modems as they provide a much higher data rate (broader
band) than the voice-band modems. Specific impairments seen on the
telephone channels are amplitude and delay distortion, phase jitter,
frequency offset, and effects of nonlinearity. Many of the practical
design techniques of wired modems have been developed to efficiently
deal with these limitations.

4.3.2 Wireless

Popular digital wireless transmission techniques can be divided into
three categories according to their applications. The first category is
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Figure 4. ~ The various ISM bands

pulse transmission techniques employed mostly in Infrared (IR)
applications and, more recently, in the so-called impulse radio or ultra-
wideband (UWB} transmission [UWBwww].The second category is
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basic modulation techniques widely used in Time Division Multiple
Access (TDMA) cellular, as well as a number of mobile data networks.

The third category is spread spectrum systems used in the Code
Division Multiple Access (CDMA) and in wireless LANs operating in
the unlicensed Industrial-Scientific-Medical (ISM) frequency bands.
Efforts to design/devise new (ransmission techniques for achieving
higher data rates are underway.

In 1985, the United States released the ISM frequency bands. These
bands are 902-928 MHz, 2.4-2.4835 GHz, and 5.725-5.85 GHz, do not
require licensing by the U.S. Federal Communications Commission
(FCC). Figure 4.1 illustrates these with corresponding technologies. This
unlicensed spectrum prompted most of the wireless LAN products to
operate within ISM bands. There are, however, restrictions on the ISM
bands imposed by the FCC. In the U.S., radio frequency (RF) systems
must implement spread spectrum technology. In addition, RF systems
must confine the emitted spectrum to a band and are also limited to one
watt of power. Microwave systems are considered very low power
systems and must operate at 500 mill watts or less. In the context of
wireless [LANs, the three main propagation technologies used are
Infrared, Microwave and Radio Frequency and are described below.

4.3.2.1 Infrared (IR)

Today, most of us are familiar with everyday devices that use IR
technology such as remote controls for TVs, VCRs, DVD and CD
players. IR transmission is categorized as a line-of-sight (LOS) wireless
technology. This means that the workstations and digital appliances must
be in a direct line of sight of the transmitter in order to successfuily
establish communication link. An IR-based network suits environments
where all the digital appliances that require network connectivity are in
LOS of each other. There are, however, new diffused IR technologies
that can work without LOS inside a room, and we expect to see these
products in the very near future. IR networks can be implemented
reasonably quickly; however, people walking or moisture in the air can
weaken the signals. IR in-home technology is promoted by an
international association of companies called Infrared Data Assoctation
(I'DA) ['DAwww].
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Infrared systems are simple to design and are inexpensive. They use
the same signal frequencies used on fiber optic links. IR systems detect
only the amplitude of the signal and so interference is greatly reduced.
These systems are not bandwidth limited and thus can achieve
transmission speeds greater than the other systems. Infrared transmission
operates in the light spectrum and does not require a license from the
FCC to operate. There are two conventional ways to set up an IR LAN.
As infrared transmission can be aimed, the range could extend to a
couple of kilometers and can be used outdoors. It also offers the highest
bandwidth and throughput. The other way is to transmit omni-
directionally and bounce the signals off of everything in every direction,
which reduces the coverage to 30 - 60 feet. IR technology was initially
very popular because it could deliver high data rates at relatively cheaper
price. The main drawback te an IR system is that the transmission
spectrum is shared with the sun and other things such as fluorescent
lights. If there is enough interference from other sources, it can render
the LAN useless. Given the LOS requirement, IR signals cannot
penetrate opaque objects. This means that walls, dividers, curtains, or
even fog can obstruct the signal. Another example of an [R-based system
is the IEEE 802.11 standard which defines a physical layer for high-
speed diffused IR employing pulse-position-modulation (PPM). This
physical layer utilizes a wavelength of 850nm-950nm, with data rates of
1 and 2 Mbps.

4.3.2.2 Microwave

In compliance with FCC regulations, microwave (MW) systems
operate at less than 500 mill watts of power. MW systems are by far the
fewest on the market. They use narrow-band transmission with single
frequency modulation and are set up mostly in the 5.8 GHz band. The
advantage to a MW system is higher throughput because they do not
have the overhead involved with spread spectrum systems. RadioLAN
[RadicLANwww] is an example of a system employing microwave
technology.
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4.3.2.3 Radio Frequency

Another main category of wireless technology is the RF which is
more flexible, allowing consumers to link appliances that are distributed
throughout the house. RF can be categorized as narrowband or spread
specttom. Narrowband technology includes microwave transmissions
which are high-frequency radio waves that can be transmitted to
distances up to 50 Km. Microwave technology is not suitable for local
networks, but could be used to connect networks in separate buildings.
Spread spectrum technology (SST) is one of the most widely used
technologies in wireless networks. SST was developed during World
War II to provide greater security for military applications. As it entajls
spreading the signal over a number of frequencies, spread spectrum
technology makes the signal harder to intercept.

The main difference between the spread spectrum transmission and
traditional radio modem technology is that the transmitted signal in SST
occupies a much larger bandwidth than the traditional radio modems
where the transmitted signal has a bandwidth of the same order as the
information signal at the baseband. Compared to UWB, however, the
occupied bandwidth by spread spectrum is still restricted enough so that
the spread spectrum radio can share the medium with other spread
spectrum and traditional radios in a frequency division multiplex manner
[Pahlavan2001]. There are two basic techniques used to deploy SST:
frequency hopping spread spectrum (FHSS) and direct sequence spread
spectrum (DSSS),

4.3.2.3.1 Frequency H oﬁping Spread Spectrum

This technique splits the band into many small subchannels (e.g., 1
MHz). The signal then hops from subchannel to subchannel transmitting
short bursts of data on each channel for a set period of time, called dwell
time. The hopping sequence must be synchronized at the sender and the
receiver or else, the information is lost. The FCC requires that the band is
split into at least 75 subchannels and that the dwell time is o longer than
400ms. Frequency hopping is less susceptible to interference because the
frequency is constantly shifting. This makes frequency hopping systems
extremely difficult to intercept and gives a high degree of security. The
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whole band must be jammed in order to jam a frequency hopping system.
These features are very attractive to agencies involved with law
enforcement or military. Many FHSS LANs can be co-located if an
orthogonal hopping sequence is used. Because the subchannels are
smaller than in DSSS, a larger number of co-located LANSs are possible
with FHSS systems.

4.3.2.3.2 Direct Sequence Spread Spectrum

With DSSS, the transmission signal is spread over an allowed band.
DSSS can be thought of as a two-stage modulation technique. In the first
state, a random binary string, called the spreading code, is used to
modulate the transmitted signal. The data bits are mapped (spread) to a
pattern of “chips”. In the second stage, the chips are transmitted over a
traditional digital modulator. At the receiver, the chips are first
demodulated and then passed through a correlator to map (dispreads) the
chips back into data bits at the destination. The number of chips that
represent a bit is called the spreading ratio. The higher the spreading
ratio, the more the signal is resistant to interference. The lower the
spreading ratio, the more bandwidth is available to the user. FCC dictates
that the spreading ratio must be more than ten (typically, products have a
spreading ratio of less than 20). For example, the physical layer of the
IEEE 802.11 standard employing DSSS requires a spreading ratio of
eleven. The transmitter and the receiver must be synchronized with the
same spreading code. If orthogonal spreading codes are used, then more
than one LAN can share the same band. However, because DSSS
systems use wide subchannels, the number of co-located LANS is limited
by the size of those subchannels. Recovery is faster in DSSS sysiems
because of the ability to spread the signal over a wider band.

As we know, the bandwidth of any digital system is inversely
proportional to the duration of the transmitted pulse or symbol. Because
the transmitted chips are much narrower than data bits, the bandwidth of
the transmitted DSSS signal is much larger than systems without
spreading. Therefore, the transmission bandwidth of DSSS is always
wide, whereas FHSS is a narrowband system hopping over a number of
frequencies in a wide spectrum. The DSSS systems provide a robust
signal with better coverage area than FHSS. On the other hand, the FHSS
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can be implemented with much slower sampling rates, saving in the
implementation costs and power consumption of the mobile units. These
distinctions have guided the use of these systems in different
technologies for WLANs and WPANSs. For example, the IEEE 802.11b
standard can be found in both DSSS and FHSS, while Bluetooth employs
FHSS only, given its low power and low cost requirements.

4.4 Medium Access Control Protocol Issues

MAC protocols have been receiving considerable attention from both
the industry and the acadermia. There are many issues that need to be
addressed in order to design an efficient MAC protocol in a wireless ad
hoc network environment [Royer2000]. Several MAC protocols can be
employed for ad hoc networking such as IEEE 802.11
(IEEER02.111997], Bluetooth [Bluetoothwww] and HIPERLAN
[HIPERLAN1996]. In this section, we discuss some fundamental issues
that guide the design of MAC protocols for any wireless network. We
note, however, that some of these issues pertain mostly to single channel
MAC protocols such as the IEEE 802.11 which is discussed in detail
later on.

4.4.1 Hidden Terminal Problem

In Carrier Sense Multiple Access (CSMA) [Agrawal2002], every
station (throughout this chapter, we use the terms node, mobile station,
and mobile terminal interchangeably) senses the carrier before
transmitting, and the transmission is deferred if a carrier is detected.
Carrier sense attempts to avoid collisions by testing the signal strength in
the vicinity of the transmitter. However, collisions occur at the receiver,
not the transmitter; i.e., it is the presence of one or more interfering
signals at the receiver that may lead to a collision. Since the receiver and
the sender are typically not co-located, carrier sense does not provide the
appropriate information for collision avoidance. An example illustrates
this point in more detail. Consider the configuration depicted in Figure
4.2, Station A can hear B but not C, and station C can hear station B but
not A (and, by symmetry, we know that station B can hear both A and
C). First, assume A is sending to B. When C is ready to transmit (perhaps
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to B or perhaps to some other station), it does not detect carrier and thus
commences transmission; this produces a collision at B. Station C’s
carrier sense did not provide the necessary information since station A
was “hidden” from it. This is the classic “hidden terminal” scenario.

OO0

Figure 4.2 — Station B can hear both A and C, but A and C cannot hear each other

An “exposed” terminal scenario results if we assume that B is
sending to A rather than A sending to B. Then, when C is ready to
transmui, it does detect carrier and therefore defers transmission.
However, there is no reason to defer transmission to a station other than
B since station A is out of C’s range. Station C’s carrier sense did not
provide the necessary information since it was exposed to station B even
though it would not collide or interfere with B’s transmission. The point
to note here is that carrier sense provides information about potential
collisions at the sender, but not at the receiver. This information can be
misleading when the configuration is disiributed so that not all stations
are within range of each other.

The solution to the hidden terminal problem has been proposed in the
Medium Access with Collision Avoidance (MACA) protocol
[Karn1990]. It consists of transmitting Request-to-Send (RTS) and
Clear-to-Send (CTS) packets between nodes that wish to communicate.
These RTS and CTS packets carry the duration of the data transfer of the
communicating parties. Stations in the neighborhood that do not
participate in the communication but overhear etther the RTS or CTS,
keep quiet for the duration of the transfer. Returning to our example of
Figure 4.2, when node A wants to send a packet to node B, node A first
sends a RTS packet to B. On receiving the RTS packet, node B responds
by sending a CTS packet (provided node A is able to receive the packet).
As a result of that, when node C overhears the CTS sent by B it keeps
quiet for the duration of the transfer contained in the CTS packet. As for
the exposed terminal problem, while in the [EEE 802.11 MAC layer
there is almost no scheme to deal with it, the Medium Access with



152 AD HOC & SENSOR NETWORKS

Collision Avoidance  for  Wireless (MACAW) protocol
(Bharghavan1994] (based on MACA) solves this problem by having the
source transmit a data sending control packet to alert exposed nodes of
the impending arrival of an ACK packet.

4.4.2 Reliability

Wireless links are prone to errors. Packet error rates of wireless
mediums are much higher than that of their wired counterparts. As a
result, some protocols — which have been originally designed to work in
wired world — suffer performance degradation when operating in a
wireless environment. A classic example of this problem is TCP (which
has been designed and fine-tuned for wired networks) that assumes
transmission timer expiration as an indication of network congestion
[Cordeiro2002a]. This event triggers the execution of TCP congestion
control mechanisms which ultimately decreases the transmission rate,
with the intention to reduce the network congestion. As a matter of fact,
this is often true in wired environments as the media are usuaily very
reliable. However, in wireless environment this is often not the case as
packet loss occurs every now and then due to effects such as multipath
fading, interference, shadowing, distance between transmitter and
receiver, etc. As a result, when a packet loss occurs in a TCP
communication, the loss is erroneously assumed due to congestion and
congestion control mechanisms are fired, There have been some
proposals to cope up with such TCP behavior in wireless and mobile ad
hoc networks [Cordeiro2002a, Liu2001] (Chapter 7 discusses the subject
of TCP over ad hoc networks in detail).

As for the MAC protocol, a common approach to reduce packet loss
rates experienced by upper layers is to introduce acknowledgment
(ACK) packets. Returning to our earlier example of Figure 4.2, whenever
node B received a packet from node A, node B sends an ACK packet to
A. In case node A fails to receive the ACK from B, it will retransmit the
packet. This approached is adopted in many protocols
[Bharghavanl1994]. As an example, the IEEE 802.11 Distributed
Coordination Function (DCF) [Crow1997] uses RTS-CTS to avoid the
hidden terminal problem and ACK to achieve reliability.
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4.4.3 Collision Avoidance

The radios used in the wireless and mobile nodes for communication
are half-duplex. This is to say that these radios are not able to transmit
and receive at the same time and, thus, collision detection is not possible.
To minimize collisions, wireless MAC protocols, such as CSMA with
Collision Avoidance (CSMASCA), often use collision avoidance
techniques in conjunction with a carrier sense (be it physical or virtual)
scheme. Collision avoidance is implemented by mandating that, when
the channel is sensed idle, the node has to wait for a randomly chosen
duration before attempting to transmit. This mechanism drastically
decreases the probability that miore that one node attempts to transmit at
the same time, thereby avoiding collision. Obviously, there will be cases
where more than one node initiates transmission at the same time. In
these cases, transmissions are corrupted and the corresponding nodes
retry later on.

4.4.4 Congestion Avoidance

Congestion avoidance is a fundamental aspect in wireless MAC
protocols. In IEEE 802.11 DCF, when a node detects the medium to be
idle, it chooses a backoff interval between [0, CW], where CW is called
contention window which usuaily has a minimwm (CW_min) and
maximum value (CW_max). The node will count down the backoff
interval and when it reaches zero, the node can transmit the RTS. In case
the medium becomes busy while the node is still counting down the
backoff interval, the countdown process is suspended.

To illustrate how DCF works, let us consider the example in Figure
4.3. In this figure, BO; and BO; are the backoff intervals of nodes 1 and
2, and we assume for this example that CW = 31. As we can see from
Figure 4.3, node 1 and node 2 have chosen a backoff interval of 25 and
20, respectively. Obviously, node 2 will reach zero before five units of
time earlier than node 1. When this happens, node 1 will notice that the
medium became busy and freezes its backoff interval currently at 5. As
soon as the medium becomes idle again, node 1 resumes its backoff
countdown and transmits its data once the backoff interval reaches zero.
Similarly, upon node’s 1 transmission, node 2 will freeze its backoff
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BO; = 25 BO1
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Figure 4.3 — Example of the backoff mechanism in DCF

countdown process and resume it as soon as node [ finishes its
iransmission. To a certain extent, collisions can be avoided by carrying
out this procedure. Choosing a large CW leads to large backoff intervals
and can result in larger overhead, since nodes have to carry out the
countdown procedure. On the other hand, choosing a small CW leads to
a larger number of collisions, and hence it is more likely for two nodes to
count down to zero simultaneously.

4.4.5 Congestion Control

As mentioned earlier, the number of nodes attempting to transmit
simultaneously may change with time. Therefore, some mechanism to
manage congestion is needed. In IEEE 802.11 DCF, congestion control
is achieved by dynamically choosing the contention window CW. When
a node fails to receive CTS in response to its RTS, it assumes that
congestion has built up, and hence doubles its contention window up to
CW_max. When a node successfully completes its transmission, it resets
its contention window to CW_min. This mechanism of dynamically
controlling the contention window is called Binary Exponential Backoff,
since the contention window increases exponentially with failed CTS.

4.4.6 Energy Efficiency

Since many mobile hosts are operated by batteries, there is an
increasing interest for MAC protocols that could conserve energy. The
current proposals in this area usually suggest turning the radio off when
it is not needed. IEEE 802.11 has a Power Saving (PS) mode whereby
the Access Point (AP) periodically transmits a beacon, indicating which
nodes have packets waiting for them. Each PS node wakes up
periodically to receive the beacon transmitted by the AP. In case a node
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has a packet waiting for it, it sends a PS-POLL packet to the AP after
waiting for a backoff interval in [0, CW_min]. Upon receipt of the PS-
POLL packet, the AP transmits the data to the requesting node. Using
this procedure, it is possible to extend the battery life of mobile nodes for
a longer period of time. Later in this chapter we discuss other ways by
which energy can be conserved, including techniques such as transmit
power control.

4.4.7 Other MAC Issues

The coverage of MAC protocol issues here is far from being
exhaustive and many other issues need to be considered such as fairness.
Fairness has many meanings and one of them might say that stations
should receive equal bandwidth. This type of faimess is not easy to
accomplish in the IEEE 802.11 MAC, since unfairness will eventually
occur when one node backs off much more than some other node in the
same neighborhood. MACAW’s solution to this problem
[Bharghavani994] is to append the contention window value (CW) to
packets a node transmits, so that all nodes hearing that CW, use it for
their future transmissions. Since CW is an indication of the level of
congestion in the vicinity of a specific receiver node, MACAW proposes
maintaining a CW independently for each receiver. There are also other
proposals such as Distributed Fair Scheduling [Vaidya2000] and
Balanced MAC [Ozugur1998],

A final comment must be made on receiver-related issues in wireless
MAC protocols. All protocols discussed so far are sender-initiated
protocols. In other words, a sender always initiates a packet transfer to a
receiver. The receiver might take a more active role in the process by
assisting the transmitter in certain issues such as collision avoidance
(Garcia-Luna-Aceves1999], and some sort of adaptive rate control
[Holland 2001].

4.5 The IEEE 802.11 Standard for Wireless LANs

WLANs provide an excellent usage model for high-bandwidth
consumers, and they are quite appealing for their low infrastructure cost
and high data rates as compared to other wireless data technologies such



156 AD HOC & SENSOR NETWORKS

as cellular or point-to-multipoint distribution systems. In June 1997, the
IEEE approved the 802.11 standard (sometimes also referred to as Wi-Fi
- for Wireless Fidelity) [IEEE802.111997, Nee 1998, Cordeiro2002b] for
WLANS, and in July 1997, the IEEE 802.11 has been adopted as a
worldwide International Standards Organization (ISO) standard. The
standard consists of three possible physical (PHY) layer implementations
and a single common MAC layer supporting data rates of 1 Mb/s or 2
Mb/s. The alternatives for the PHY layer in the original standard include
a FHSS system using 2 or 4 Gaussian frequency-shift keying (GFSK)
modulation, a direct sequence spread spectrum (DSSS) system using
differential binary phase-shift keying (DBPSK) or differential quadrature
phase-shifi keying (DQPSK) baseband modulation, and an IR physical
layer.

Later in 1999, the IEEE 802.11b working group extended the IEEE
802.11 standard with the IEEE 802.11b addition and decided to drop the
FHSS and use only DSSS. In addition, another working group, the IEEE
802.11a, significantly modified the PHY to replace the Spread Spectrum
techniques that were used in the IEEE 802.11 to implement the OFDM,
which effectively combines multicarrier, multisymbol, and multirate
techniques.

Another amendment that warrants mention in this context is the
IEEE 802.11g. The IEEE 802.11g is an ¢xtension to the IEEE 802.11
PHY standard, formally ratified in June 2003, which has been garnering
the attention of WLAN equipment suppliers. The IEEE 802.11g provides
the same maximum speed of 802.11a coupled with backwards
compatibility with 802.11b devices by operating in the 2.4 GHz ISM
band. 802.11g compliant devices utilize OFDM modulation technology
to achieve the higher data rates. These devices can automatically switch
to CCK modulation in order to communicate with the slower 802.11b
and 802.11 compatible devices. Therefore, 802.11g PHY layer
modulation can be seen as the union of the PHY layer modulations of
both 802.11a and 802.11b. In this chapter we concentrate more on the
physical layer specifications of the IEEE 802.11a/b standards, as the later
is widely used nowadays and the former is finding increasing acceptance.
The IEEE 802.11g PHY layer will be consistently analyzed as we
describe the other PHYSs.
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Figure 4.4 gives a complete view of the protocol stack with various
PHY layers. As we can see from this figure, the MAC layer protocols are
common across all standards while they are not always compatible at the
PHY layer. With all these enhancements, ease of use, and customer
satisfaction, the IEEE 802.11 standard is the most widely used WLAN
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Figure 4.4 — A complete view of the stack

standard today. Data rates of these indoor networks are in the order of 11
Mbps and can reach up to 54 Mbps with the IEEE standards 802.11a and
802.11g, which is considerably higher than outdoor wireless data
services offered by cellular base stations. A high throughput amendment
to the IEEE 802.11 standard, which employs multiple-input multiple-
output (MIMO) techniques and which can offer data rates over 100
Mbps, is currently in the final stages of discussion within the 802.11n
task group (discussed later).

Therefore, in this section we investigate the IEEE 802.11 standard
and describe the techniques underlying its PHY and MAC layers. Often
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viewed as the “brains™ of the network, the 802.11 MAC layer uses an
802.11 PHY layer, such as 802.11a/b/g, to perform the tasks such as
carrier sensing, transmission, and receiving of 802.11 frames. With
regards to the MAC layer, the functional specifications are essentially the
same for all of them with minor differences. We give special emphasis to
the infrastructureless mode of operation, as this is typical to ad hoc
networking.

4.5.1 Network Architecture

WLANs can be used either to replace wired LANs, or as an
extension of the wired LAN infrastructure. The basic topology of an
802.11 network is shown in Figure 4.5(a). A Basic Service Set (BSS)
consists of two or more wireless nodes, or stations, which have
established communication after recognizing each other. In the most
basic form, stations communicate directly with each other on a peer-to-
peer mode, sharing a given cell coverage area. This type of network is
often formed on a temporary and instantancous basis, and is commonly
referred to as an ad hoc network or Independent Basic Service Set
(IBSS). This mode of operation is the main focus of this book, since
most protocols discussed here are fine-tuned for this type of
environment.

The other form of operation is the infrastructured (or client/server)
mode with the assistance of an Access Point {AP) as shown in Figure
4.5(b). The main function of an AP is to form a bridge between wireless
and wired LANs. In most instances, each BSS contains an AP which is
analogous to a BS used in cellular phone networks. When an AP is
present, stations do not communicate on a peer-to-peer basis, All
communications between stations or between a station and a wired
network client go through the AP. AP’s are not mobile, and form a part
of the network infrastructure. Stations, on the other hand, are typically
mobile and can roam between APs, thus requiring support to seamless
coverage. A BSS in this configuration is said to be operating in the
infrastructured mode. The Extended Service Set (ESS) shown in Figure
4.5(b) consists of a series of overlapping BSSs (each containing an AP)
connected together by means of a Distribution System (DS) which could
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(a} BSS mode (b} ESS mode
Figure 4.5 — Possibie network topologies

be any type of network. Typically, the DS is an Ethernet LAN. Recently,
however, wireless mesh networks have become increasingly popular as a
DS [Akyildiz2005]. In wireless mesh networks, there is no need for
wired connections amongst APs. Rather, APs are capable of wirelessly
communicating with each other in a hierarchical fashion, which
eliminates the need for any pre-existing wired infrastructure. Wireless
mesh networks for WLANs are standardized under the IEEE 802.11s
working group.

4.5.2 The Physical Layer

The PHY layer is the interface between the MAC and wireless
media, which transmit and receive data frames over a shared wireless
media (see Figure 4.6). The PHY provides three levels of functionality.
Firstly, the PHY layer provides a frame exchange between the MAC and
PHY under the control of the physical layer convergence procedure
(PLCP) sublayer. Secondly, the PHY uses signal carrier and spread
spectrum modulation to transmit data frames over the media under the
control of the physical medium dependent (PMD) sublayer. Thirdly, the
PHY provides a camier sense indication back to the MAC to verify
activity on the media.

The limiting factor for high-speed network performance is the fast
fading due to multipath propagation. This fading can be caused by
atmospheric scattering, reflection, refraction or diffraction of the signal
between the transmitter and the receiver, which causes the signal to
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arrive at the receiver with different delays and interfere with itself
causing inter-symbol interference (ISI) [Agrawal2002). An example of
multipath propagation can be seen in Figure 4.7. This type of fading
occurs when the symbol time becomes much smaller than the channel
delay spread, which makes it especially important as we increase the
communication data rate. We will expose various techniques used in
IEEE 802.11 to overcome the effect of fading.

MAC Layer
N
PLCP Sublayer
>The PHY layer
PMD Sublayer
J

Figure 4.6 — The sublayers within the PHY

Two commonly used techniques to overcome frequency selective
fading are Spread Spectrum {e.g., FHSS or DSSS) and OFDM. As we
have seen before, in Spread Spectrum the signal is processed in order to
occupy a considerably greater bandwidth to lessen the impact of
frequency selective fading that will affect only a small part of the signal
bandwidth. In OFDM, the data stream is split into a certain number of
substreams, each having a bandwidth smaller than the coherence
bandwidth of the channel to overcome the frequency selective fading.

Noticing the meaning of some of the physical layer terminology is
essential to understand the intricacies of IEEE 802.11:

e GFSK is a modulation scheme in which the data are first filtered

by a Gaussian filter in the baseband, and then modulated with a
simple frequency modulation. *2” and “4” represent the number
of frequency offsets used to represent data symbols of one and
two bits, respectively;
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Figure 4.7 — Multipath propagation and some of its causes [Taken from: Agrawal2002]

¢ DBPSK is a phase modulation scheme using two distinct carrier
phases for data signaling, providing one bit per symbol;

e DQPSK is a type of phase modulation using two pairs of distinct
carrier phases, in quadrature, to signal two bits per symbol. The
differential charactenistic of the modulation schemes indicates the
use of the difference in phase from the last change or symbol to
determine the current symbol’s value, rather than any absolute
measurements of the phase change.

Both the FHSS and DSSS modes are specified for operation in the
2.4 GHz ISM band, which has sometimes been jokingly referred to as the
“interference suppression is mandatory” band as it is heavily used by
various electronic products. The third physical layer alternative, which is
not widely used, is an infrared system using near-visible light in the 850
nm 1o 950 nm ranges as the transmission medium.

At the forefront of the new WLAN options that would enable much
higher data rates are three supplements to the IEEE 802.11 standard:
802.11a, 802.11b and 802,11g, as well as an ETSI standard
HIPERLAN/2. Both 802.11a and HIPERLAN/2 have similar physical
layer characteristics operating in the 5 GHz band and use the modulation
scheme OFDM, but the MAC layers are considerably different. The
focus of this section, however, is to discuss and compare the physical
layer characteristics of the IEEE standards 802.11a and 802.11b given
that HIPERLAN/2 shares several of the same physical properties as
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802.11a, and 802.11g PHY can be secen as a combination of 802.11a/b
PHYs.

4.5.2.1 DSSS

The DSSS uses the 2.4 GHz frequency band as the RF transmission
media. Data transmission over the media is controlled by the DSSS PMD
sublayer as directed by the DSSS PLCP sublayer. The DSSS PMD takes
the binary bits of information from the PLCP protocol data unit (PPDU)
and transforms them into RF signals for the wireless media by using
carrier modulation and DSSS techniques.

The [EEE 802.11 implements DSSS to fight frequency-selective
fading. The IEEE 802.11b, approved by the IEEE in 1999 supports 5.5
and 11 Mbi/s of higher payload data rates in addition to the original 1 and
2 Mb/s rates of IEEE 802.11. [EEE 802.11b also operates in the highly
populated 2.4 GHz ISM band (2.40 to 2.4835 GHz), which provides only
83 MHz of spectrum to accommodate a variety of other products,
including cordless phones, microwave ovens, other WILANs, and
WPANs such as Bluetooth. This makes their susceptibility to
interference a primary concern. To help mitigate interference effects,
8(2.11b designates an optional frequency agile or hopping mode vsing
the three non-overlapping channels or six overlapping channels spaced at
10 MHz.

In DSSS, each bit in the original signal is mapped into a common
pattern of chips in the transmitted signal, using a pseudo-noise (PN)
sequence. This operation considerably enlarges the signal bandwidth and
makes it more resistant to frequency selective fading. A PN sequence is a
deterministic binary sequence that eventually repeats itself but that
appears to be random (like noise). A single symbol of the PN sequence is
called a chip.

4.5.2.1.1 Modulation

The DSSS PMD transmits the PLCP preamble and PLCP header at 1
Mbps using DBPSK. The MAC protocol data unit (MPDU) is sent at
either 1 Mbps DBPSK or 2 Mbps DQPSK, depending upon the content
in the signal field of the PLCP header.
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4.5.2.1.2 Operating Channels and Power Requirements

Each DSSS PHY channel occupies 22 MHz of bandwidth, and the
spectral shape of the channel represents a filtered SinX/X function. The
DS channel transmit mask in IEEE 802.11 specifies that spectral
products be filtered to -30dBr from the center frequency and all other
products be filtered to -50dBr. Therefore, this allows for three non-
interfering channels spaced 25 MHz apart in the 2.4 GHz ISM frequency
band. This DSSS channel scheme is shown in Figure 4.8 with the
corresponding channel nominations.
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Figure 4.8 - DSSS non-overlapping channels

In addition to frequency and bandwidth allocations, transmit power
is a key parameter that is regulated worldwide. The maximum allowable
radiated emission for the DSSS PHY varies from region to region.
Nowadays, the wireless manufacturers have selected 100 mW as the
nominal RF transmits power level.

4.5.2.1.3 IEEE 802.11 and the 11-Chip Barker Sequence

In IEEE 802.11, the PN chosen for the DSSS PHY layer is the 11-
chip Barker sequence [1, 1, 1, -1, -1, -1, 1, -1, -1, 1, -1]. This sequence
has been selected so that it has some very interesting properties regarding
its autocorrelation which shows some very sharp peaks when the
transmitter and the receiver are synchronized. An example is shown in
Figure 4.9 when we correlate the sequence ‘10’ with this 11-chip Barker
sequence. These peaks enable the receiver to lock on the strongest
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received signal, overcoming the ‘echo’ signals due to the multipath
channel, as exemplified in Figure 4.10.

The first IJEEE 802.11 standard used a symbol rate of 1 Mega-
symbol per second (Msps) which yields a 11 MHz chipping rate with the
Barker sequence, and is able to provide data rates of 1 Mbps (using
DBPSK) and 2 Mbps (using DQPSK, where 2 bits are transmitted per
symbol).
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“Figure 4.9 — Peaks when correlating the sequence 10" with the 11-chip Barker sequence
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Figure 4,10 - Peaks when correlating a received sequence with the 11-chip Barker
sequence

4.5.2.1.4 The IEEE 802.11b and the 8-Chip Complementary Code
Keying

IEEE 802.11b implements DSSS in an improved way which enables
the enhanced data rates of 5.5 Mbps and 11 Mbps using symbol rates of
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1.375 Msps (Million symbols per second) with an 8-chip Complementary
Code Keying (CCK) modulation scheme. Instead of the Barker codes,
CCK employs a nearly orthogonal complex code set called
complementary sequences. The chip rate remains consistent with the
original DSSS system at 1.375 Msps - 8 chips/s = 11 Mchip/s like in
IEEE 802.11, while the data rate varies to match channel conditions by
changing the spreading factor and/or the modulation scheme.

To achieve data rates of 5.5 and 11 Mb/s, the spreading length is first
reduced from 11 to eight chips. This increases the symbol rate from 1
Msps to 1.375 Msps. For the 5.5 Mbps bit rate with a 1.375 MHz symbol
rate, it is necessary to transmit 4 bits/symbol (5.5 Mbps / 1.375 Mspss)
and for 11 Mbps, an 8 bits/symbol. The CCK approach taken in the IEEE
802.11b keeps the QPSK spread spectrum signal and still provides the
required number of bits/symbol, uses all but two of the bits to select from
a set of spreading sequences and the remaining two bits to rotate the
sequence. The selection of the sequence, coupled with the rotation,
represents the symbol conveying the four or eight bits of data. For all the
IEEE 802.11b payload data rates, the preamble and header are sent at the
1 Mbps to maintain compatibility with earlier versions.

4.5.2.2 FHSS

In FHSS, data transmission over the media is controlled by the FHSS
PMD sublayer as directed by the FHSS PLCP sublayer. The FHSS PMD
takes the binary bits of information from the whitened PLCP service data
unit (PSDU) and transforms them into RF signals for the wireless media
by using carrier modulation and FHSS techniques.

4.5.2.2.1 PSDU Data Whitening

Data whitening is applied to the PSDU before transmission to
minimize bias on the data if long strings of 1’s or 0’s appear in the
PSDU. The PHY stuffs a special symbol every 4 octets of the PSDU in a
PPDU frame. A 127-bit sequence generator using the polynomial S(x) =
x +x* + 1 and 32/33 bias-suppression encoding algorithm are used to
randomize and whiten the data.
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4.5.2.2.2 Modulation

The IEEE 802.11 version released in 1997 uses two-level GFSK in
the FHSS PMD to transmit the PSDU at the basic rate of 1 Mbps. The
PLCP preambie and PLCP header are always transmitted at I Mbps.
However, four-level GFSK is an optional modulation method defined in
the standard that enables the whitened PSDU to be transmitted at a
higher rate.

GFSK is a modulation technique used by the FHSS PMD, which
deviates (shifts) the frequency either side of the carmier hop frequency
depending on if the binary symbol from the PSDU is either a 1 or 0. A
bandwidth bit period (Bt) = 0.5 is used. The changes in the frequency
represent symbols containing PSDU information. For two-level GFSK, a
binary 1 represents the upper deviation frequency from the hopped
carrier, and a binary O represents the lower deviation frequency. The
deviation frequency (fd) shall be greater than 110 KHz for IEEE 802.11
FHSS radios.

Four-level GFSK is similar to two-level GFSK and used to achieve a
data rate of 2 Mbps in the same occupied frequency bandwidth. The
modulator combines two binary bits from the whitened PSDU and
encodes them into symbol pairs (10, 11, 01, 00). The symbol pairs
generate four frequency deviations from the hopped carrier frequency,
two upper and two lower. The symbol pairs are transmitted at 1 Mbps,
and for each bit sent the resulting data rate is 2 Mbps.

4.5.2.2.3 Channel Hopping

A set of hop sequences is defined in IEEE 802.11 for use in the 2.4
GHz frequency band. The channels are evenly spaced across the band
over a span 83.5 MHz. Hop channels differs from country to country.
Channel hopping is controlled by the FHSS PMD. The FHSS PMD
transmits the whitened PSDU by hopping from channel to channel in a
pseudorandom fashion using one of the hopping sequences.

45.23IR

The IR PHY is one of the three PHY layers supported in the [EEE
802.11 standard. The IR PHY differs from DSSS and FHSS because IR
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uses near-visible light as the transmission media. IR communication
relies on the light energy, which is by line-of-sight or reflected off
objects. The IR PHY operation is restricted to indoor environments and
cannot pass through walls, such as DSSS and FHSS radio signals. Data
transmission over the media is controlled by the IR PMD sublayer as
directed by the IR PLCP sublayer.

4.5.2.3.1 Modulation

The IR PHY transmits binary data at 1 and 2 Mbps using PPM
modulation to reduce the optical power required of the Light Emitting
Diode (LED) infrared source. The specific data rate is dependent upon
the type of PPM. The modulation for 1 Mbps operation is 16-PPM, while
it is 4-PPM for 2 Mbps. PPM is a modulation technique that keeps the
amplitude, pulse width constant, and varies the position of the pulse in
time. Each position represents a different symbol in time. For 2 Mbps
operation, 4-PPM is used and two data bits are paired in the PSDU to
form a 4-bit symbol map as shown in Table 4.1.

Table 4.1 — 4-PPM symbol map for 2 Mbps

Data bits 4-PPM
symbol

00 0001

01 0010

11 0100

10 1000

4.5.2.4 OFDM

While IEEE 802.11a has been approved in September 1999, new
product development has proceeded much more slowly than IEEE
802.11b. This is due to the cost and complexity of implementation. This
standard employs 300 MHz bandwidth in the 5 GHz unlicensed national
information infrastructure (UNII) band. The spectrum is divided into
three “domains,” each having restrictions on the maximum allowed
output power. The first 100 MHz in the lower freguency portion is
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restricted to a maximum power output of 50 mW. The second 100 MHz
has a higher 250 mW maximum, while the third 100 MHz is mainly
intended for outdoor applications and has a maximum of 1.0 W power
output,

OFDM, employed in 802.11a and in 802.11g, combines multicarrier,
multisymbol, and multirate techniques, which require smart digital signal
processing. The multicarrier technique operates by dividing the
transmitted data into multiple parallel bit streams, each with relatively
lower bit rates and modulating separate narrowband carriers, referred to
as sub-carriers. The sub-carriers are orthogonal, so each can be received
without interference from another. 802.11a specifies eight non-
overlapping 20 MHz channels (regulations of specific countries may
allow a larger or smaller number of channels to be used) in the lower two
bands; each of these are divided into 52 sub-carriers (four of which carry
pilot data) of 300-kHz bandwidth each. Four non-overlapping 20 MHz
channels are specified in the upper band. The receiver processes the 52
individual bit streams, reconstructing the original high-rate data stream.
This multicarrier technique has some important properties such as
reducing multipath and allowing individual sub-carriers to be coded
accordingly. This is also known as Coded QFDM (COFDM). As for
802.11g, the standard specifies the use of three channels so as to be
backward compatible with 802.11b devices.

The multisymbol technique uses multiamplitude and multiphase
modulation to increase the data rate. Four modulation methods are
employed, depending on the data rate that can be supported by channel
conditions between the transmitter and the receiver. These include
BPSK, QPSK, 16-QAM, and 64-QAM signal constellations. QAM is a
complex modulation method where data are carried in symbols
represented by the phase and amplitude of the modulated carrier. 16-
QAM has 16 symbols, each representing four data bits. 64-QAM has 64
symbols, each representing six data bits. Therefore, if the symbol rate for
a constellation is 250 Kilo symbols per second (Ksps), the data rate for a
16-QAM is (4 bits/symbo] - 250 Ksps) = 1 Mbps.

Another approach to increase the data rate is to use a multirate
modem, which provides one or more “fallback™ modes of operation. The
idea behind the multirate technique is that if the modulation efficiency is
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increased (the number of bits per symbol is increased), the required
stgnal-to-noise ratio (SNR) at the receiver also increases. For exampie, as
the user moves away from the AP, the SNR reduces and the modem falls
to a lower rate, providing reasonable error rates at lower values of the
SNR. The data rates available in 802.11a are noted in Table 4.2, together
with the type of modulation and the coding rate. Note that 802.11g also
supports these data rates in addition to the date rates supported by the
802.11b standard.

BPSK modulation is always used on four pilot sub-carriers.
Although it adds a degree of complication to the baseband processing,
802.11a includes forward error correction (FEC) as a part of the
specification. FEC, which does not exist in 802.11b, enables the receiver
to identify and comrect errors occurring during transmission by sending
additional data along with the primary transmission.

Table 4.2 — [EEE 802.11a data rate description

Data Meodulatio Coding Rate Coded hits per Codeq bits Data hits
Rate n Type {Convolution sub-carrier per OFDM | per OFDM
(Mbit/s) Encoding & symbol symbols symbol
Puncturing)
6 BPSK 172 1 48 24
9 BPSK 3/4 1 48 36
12" QPSK 172 2 96 48
18 QPSK 3/4 2 96 72
24" 16-QAM 172 4 192 96
36 16-QAM 3/4 4 192 144
48 64-QAM 2/3 6 288 192
54 64-QAM 374 6 288 216

* Support for these data rates is required by the TEEE 802.11a standard

OFDM has some very interesting properties: it can eliminate inter-
symbol interference at no bandwidth cost (the total bandwidth of the
transmitted signal stays roughly the same as the original signal) while it
does not require very complex signal processing (most is done with
Fourier transforms). However, OFDM is very sensitive to frequency
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offsets and timing jitter and requires additional mechanisms to address
these issues.

Some of the companies developing [EEE 802.11a chipset solutions
are touting the availability of operational modes that exceed the 54 Mb/s
stated in the specification. Of course, because faster data rates are out of
the specification’s scope, they require the use of equipment from a single
source throughout the entire network. At the same time, the IEEE 802.11
working group has been undergoing efforts to increase the data rate of its
specification in what is known as the 802.11n task group (introduced
later). Considering the composite waveform resulting from a
combination of 52 sub-carriers, the format requires more linearity in the
amplifiers because of the higher peak-to-average power ratio of the
transmitted OFDM signal. In addition, enhanced phase noise
performance is required because of the closely spaced, overlapping
carriers. These issues add to the implementation complexity and the cost
of 802.11a products.

4.5.2.5 IEEFE 802.11a/b/g PHY Comparison

Table 4.3 summarizes the main differences beiween 802.11a/b/g
WLAN systems. The 5 GHz band, employed by IEEE 802.11a, has

Table 4.3 — Comparison among IEEE 802.11a/b/g

802.11a g802.11% 802.11g
Operating 3 GHz U- 2.4 GHz 2.4 GH=z IZM band
frequencies RILISM I3M band
bancds
Meodulation OFDM Barker Barker
techniques Code/CCK Code/CCK/OFDM
Data rates 6 9 12 18 | 1.2 55 11 1,2,55 11
24, 36, 48, 54 6, 9,12, 1&, 24, 36,
48, 54
Slot time 9 ps 20 ps 20 ps
9 p= (optional)
Preamble OFDM Long Long/Short/fOFDM
Short
(optional)
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received considerable attention, but a shorter wavelength is its main
drawback. Higher-frequency signals will have more trouble propagating
through physical obstructions encountered in an office (walls, floors, and
furniture) than those at 2.4 GHz. An advantage of 802.11a is its intrinsic
ability to handle delay spread or multipath reflection effects. The slower
symbol rate and placement of significant guard time around each symbol,
using a technique called cyclical extension, reduces the ISI caused by
multipath interference. (The last one-quarter of the symbol pulse is
copied and attached to the beginning of the burst. Due to the periodic
nature of the signal, the junction at the start of the original burst will
always be continuous.). In contrast, 802.11b/g networks are generally
range-limited by multipath interference rather than the loss of signal
strength over distance.

When it comes to deployment of a wireless LAN, operational
characteristics have been compared to those of cellular systems, where
frequency planning of overlapping cells minimizes mutual interference,
supports mobility as well as provides seamless channel handoff. The
three non-overlapping frequency channels available for both IEEE
802.11b and 802.11g are at a disadvantage with respect to the greater
number of channels available to 802.11a (thirteen in US and up to
nineteen in Europe depending on local regulations). The additional
channels allow more overlapping access points within a given area while
avoiding additional mutual interference and increasing the aggregate
network capacity and the number of supported users.

The operating frequency is another important issue. Except for
802.11a, both 802.11b and 802.11g operate in the crowded 2.4 GHz band
used by several others equipment such as Bluetooth devices,
microwaves, cordless phones, garage door openers, and so on. This is
seen as a major drawback, especially with regards to 802.11g. But
802.11g’s use of the crowded 2.4 GHz band could prove to be a
disadvantage especially in indoor environments. On the other hand,
802.11g could prove to be more suitable to outdoor environments where
less interference and its longer coverage range is an advantage.

Another complicating factor for 802.11g is the backward
interoperability requirement with 802.11b devices. To illustrate this
point, consider the Table 4.4 which depicts the maximum achievable
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Table 4.4 — Maximurn transport level throughput in 802.11ab/g

.| Maximum numberof | Muxinwwm Link Thesretical Thesretical
aon-inierfring raie (Vhps) maximum TCP | maxinewm UDP
rate (Mips) raie (Mips)
802.11% 3 11 59 71
$02.11g {with §02.1Ih) 3 54 144 195
802.11g Only 3 54 244 mns
802.11a 19 54 244 305

throughputs for TCP and UDP for 802.11a/b/g for one particular setup
[Atheros2003]. As we can see, the absence of 802.11b devices (802.11g-
only environment) 802.11g throughput is equivalent to 802.1la.
However in a mixed mode 802.11b/g environment, 802.11g devices have
to adjust some properties (e.g., the slot time as shown in Table 4.3) as to
be compatible to co-located 802.11b stations. This effectively reduces
the data rate as 802.11g stations are now limited by slower 802.11b
stations. In the worst case scenario, 802.11g performance may be as low
as the slowest 802.11b device in the network. IEEE 802.11a, on the other
hand, is not at all impacted as it operates in the 5 GHz band.

Finally, all 802.11a/b/g use dynamic rate shifting where the system
will automatically adjust the data rate based on the condition of the radio
channel. If the channel is clear, then the modes with the highest data
rates are used. But as interference is introduced into the channel, the
radio will fall back to a slower, albeit more robust, transmission scheme.

4.5.3 The MAC Layer

The responsibility of a MAC protocol is the arbitration of accesses to
a shared medium among several end systems. In IEEE 802.11 this is
camried out via an Ethernet-like stochastic and distributed mechanism:
CSMA/CA [Agrawal2002]. The IEEE 802.11 protocol defines a multiple
access network where all the devices using the same frequencies have to
compete with each other to get access to the medium (the wireless
channel). IEEE 802.11 specifies two medium access control protocols,
Point Coordination Function (PCF) and Distributed Coordination
Function (DCF). DCF is a fully distributed scheme which enables the ad
hoc networking capabilities, whereas PCF is an optional ceniralized
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scheme built on top of the basic access method DCF as shown in Figure
4.4.

4.5.3.1 The Hidden Terminal Problem

1IEEE 802.11 MAC addresses this problem by adding two additional
frames, the RTS and CTS discussed earlier. Here, the source sends a
RTS and the destination replies with a CTS. Nodes overhearing the RTS
and CTS suspend their transmissions for a specified time indicated in the
RTS/CTS frames, as illustrated in Figure 4.11. In the source station, a
failure in the RTS/CTS handshake causes the RTS frame to be
retransmitted. This is treated as a collision, and the rules for scheduling
the retransmission are as described later in the section on DCF, To
prevent the MAC from being monopolized by consecutive
retransmissions, there are retry counters and timers to limit the lifetime
of a frame.

RTS/CTS mechanism can, however, be disabied by an attribute in
the IEEE 802.11 management information base (MIB). The value of the
dot1 IRTSThreshold attribute defines the length of a frame that is
required to be preceded by the RTS and CTS frames. If the frame size is
larger than this threshold, RTS/CTS is employed; otherwise, the frame

Area cleared
by RTS

Area cleared
by CTS

Figure 4.11 — RTS/CTS solve the hidden termina! problem
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can be directly transmitted. In addition, the RTS/CTS handshake can be
disabled in the following situations:
* Low demand for bandwidth;
¢ Stations are concentrated in an area with all of them able to hear the
transmissions of every other stations;
¢ There is not much contention for the channel.
The default value for this threshold is 128 and, by definition, an AP
is heard by all stations in its BSS and will never have a hidden node.

4.5.3.2 The Retry Counters

There are two retry counters associated with every frame the MAC
attempts to transmit: a short retry counter and a long retry counter. The
former is associated with short frames (i.e., frames with size less than
dotl IRTSThreshold), while the latter controls long frames. In addition to
the counters, a lifetime timer is associated with every transmitted MAC
frame. With this information, the MAC determines whether to cancel the
frame’s transmission and, hence discard it. Upon an unsuccessful
transmission, the corresponding counters are incremented according to
the frame size. When they reach the threshold defined in the MIB (i.e.,
dotl1ShortRetryLimit and dotl 1 LongRetryLimit), the frame is discarded.

4.5.3.3 Time Intervals

The IEEE 802.11 standard includes five time intervals through which
both the DCF and PCF are implemented. Out of these five, two of them
are defined by the PHY layer and the remaining by the MAC layer and
are;

The slot time, defined in the PHY layer;

The short interframe space (SIFS) defined by the PHY layer;
The priority interframe space (PIFS);

The distributed interframe space (DIFS);

The extended interframe space (EIFS).

Basically, [FSs provide priority levels for channel access. In the
IEEE 802.11b standard, the SIFS is the shortest interval (equal to
10usec), followed by the slot time which is slightly longer (equal to
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20usec). The PIFS is equal to SIFS plus one slot time. The DIFS is equal
to the SIFS plus two slot times. The EIFS is much larger than any of the
other intervals. It is used by a station to set its NAV when it receives a
frame containing errors, allowing the possibility for the ongoing MAC
frame exchange to complete before another transmission atiempt. It is
important to note that these values may change from standard to
standard. For instance, in 802.11a the slot time value has been decreased
(now equal to usec), thereby supporting higher data rates. On the other
hand, the IEEE 802.11g standard can use both [EEE 802.11a/b values for
the slot time given its backward compatibility requirements,

4.5.3.4 Ranges and Zones

To understand the MAC operation and the use of the various time
intervals, it is of paramount importance to define the terms transmission
range, carrier-sensing range, carrier-sensing zone, and interfering range
as depicted in Figure 4.12.
¢ Transmission range: This represents the range within which a MAC

frame can be successfully received and provided there are no

collisions at the receivers;

f’-‘l--.-

- H

]
e

C-Zone

C-Zone 7

ln""‘l—.l_-—l"

Figure 4.12 — Ranges and zones in IEEE 802.11

/
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¢ Carrier-sensing range: The range within which a transmission can
be detected is termed as carrier-sensing range. The Carrier-sensing
Zone (C-Zone} is defined as the area where a signal can be detected,
but it cannot be decoded, hence indicating a busy medium. This is
always larger than the transmission range, and may be more than two
times its size [Kamermanl1997, Sobrinho1999, Xu2001]. Given a
particular transmit power level, the size of transmission and carrier-
sensing range are often fixed (this is true at least for most existing
Wireless LAN cards);

¢ Interfering range: This represents the range within which a node in
receiving mode can be interfered by another transmission, leading to
a collision at receiver. The interfering range depends upon many
factors including the distance between transmiiter and receiver, on
the power level at which the packet is transmitted and also on the
number of transmissions going on in a node’s neighborhood
[Cesana2003]. Hence, the size of interfering range may vary.

Figure 4.12 shows the transmission range, carrier-sensing range, and
the C-Zone with respect to node Y. While in reality these ranges may not
be circular, they are often assumed to be circular for the purpose of
illustration. When node Y transmits a packet, node Z can receive it and
decode it correctly since it is within node Y’s transmission range.
However, node X can only sense the signal and does not decode it
correctly because it is located within node Y's C-zone. Finally, note in
Figure 4.12 that we do not depict the interfering range as it something
that can vary significantly. Therefore, it cannot be easily visualized but
can, however, be mathematically defined [Xu2002].

4.5.3.5 The Diswributed Coordination Function (DCF)

DCF in IEEE 802.11 conducts two forms of carrier sensing: physical
(by listening to the wireless shared medium) and virtual. Virtual carnier
sensing uses the duration field which is included in the header of RTS
and CTS frames. The duration included in each of these frames can be
used to determine the time when the source node would receive an ACK
frame from the destination node. This duration field is utilized to set a
station’s NAV, Using the duration information, nodes update their NAVs
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whenever they receive a packet. The channel is considered to be busy if
either physical or virtual carrier sensing (by the NAV) so indicates.
Whenever NAV is zero, a station may transmit if the physical sensing
allows. The arca covered by the transmission range of the sender and the
receiver is reserved for the data transfer, and hence other nodes cannot
initiate transmission while communication is in progress. Given this fact,
this region is hereby referred to as silenced region. By using the RTS and
CTS handshake to silence the nodes in the silenced region, IEEE 802.11
is able to overcome, although not completely [Jung 2002}, the hidden
terminal problem [Fullmer1997, Moh1998].

As we have seen before, the IEEE 802.11 MAC protocol uses a
backoff mechanism to resolve channel contention. When one station
wants to send a frame, it senses the medium. ¥ the medium is found idle
for more than a DIFS period, then the frame can be transmitted.
Otherwise, the transmission is deferred and the station uses an
Exponential Random Backoff Mechanism by choosing a random backoff
interval from [0, CW], where CW is called contention window.

CW max

..

| Faurth retransmicsion
Third retrans mission
Second retransmission

First retransmission
Initial attempt

Figure 4.13 — The backoff procedure in IEEE 802.11

When the backoff counter reaches zero, the station attempts to transmit
its frame. If collision occurs with some other transmission, the station
doubles its CW, chooses a new backoff interval and tries retransmission.
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At the first transmission attempt, CW = CWmin and is doubled at each
retransmission up to CWmax. Figure 4.13 depicts the exponential
increase of CW,

This basic access mechanism of IEEE 802.11 can be extended by the
RTS/CTS frame exchange, which reserves the channel before data
transmission. When a station wants to send a frame with a size above a
specified threshold (dot] IRTSThreshold), it first sends a short control
frame RTS to the destination station. The destination then sends, after a
SIFS, another short control frame CTS back to the source. The source
then transmits its DATA frame after SIFS period, being sure that the
channel is reserved for itself during all the frame duration. Indeed, both
RTS and CTS frames carry the duration needed by the station to
complete the transmission and thus inform all stations how long the
channel will be used for. After the destination receives the DATA, it
sends an ACK back to the source after SIFS period.

Figure 4.14 gives an example of channel access in the IEEE 8(02.11
MAC, showing how nodes within the transmission range and C-zone
adjust their NAVs during RTS-CTS-DATA-ACK transmission. From

............ ,‘SES“r DATA ]

DIES | ffC i
Nodesin....... | NAV (RTS) "‘—"*J;; Window
Transmissiont Range [ NAV (CTS)

Nodes in NAV (EIFS) |

C-Zone L NavErs) |

Contention
| NAYV (EIFS) Window

1
1
]
I
1

Defer Access a%pff After

Figure 4.14 — Nodes in the transmission range and C-zone set their NAVs differently
this figure, we can see that nodes in transmission range coirectly set their

NAVs when receiving RTS or CTS. However, since nodes in the C-zone
cannot decode the packet, they do not know the duration of the packet
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transmission. To prevent a collision with the ACK reception at the source
node, nodes within the C-zone set their NAVs for the EIFS duration,

It is worth noticing that IEEE 802.11 does not completely prevent
collisions due to a hidden terminal, that is, nodes in the recetver’s C-zone
but not in the sender’s C-zone or transmission range, can cause a
collision with the reception of a DATA packet at the receiver. For
example, in Figure 4.135, suppose node D} transmits a packet to node E.
After the RTS-CTS handshake between nodes Id and E, A and H will set

their NAVs for EIFS duration.
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Figure 4.15 — Collisions are not completely avoided in IEEE 802.11

During D’s DATA transmission, A defers its transmission because it
senses D’s DATA transmission. However, since node H does not sense
any signal during D’s DATA transmission, it assumes the channel to be
idle (H is in E’s C-zone, but not in D’s).

Whenever H starts a new transnussion, it can cause a collision with
the reception of DATA at E. That is, since H is in E’s C-zone, by
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symmetry, this implies that H can generaie sufficient interference at node
E 10 cause a collision with E’s DATA reception.

Figure 4.16 depicts the overall MAC logic employed by the IEEE
802.11 and summarizes most of the discussion we have had so far.

4.5.3.6 The Point Coordination Function (PCF)

The PCF employs a poll and response protocol so as to eliminate the
possibility of contention for the medium. Here, a point coordinator (PC)
conirols the medium access and is often co-located with the AP. In PCF,

Wait for frame to
transmit

Medium No
idle?
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Wait [F3
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transmisgion ends
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r Wait I[F3 ]
- | Transmit frame
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!

; Transmit frame J

Figure 4.16 - The MAC control logic

the PC maintains a polling list, and regularly polls the stations for traffic
while also delivering traffic to the stations. The PCF is built over the
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DCF, and both of them operate simultaneously. However, the PCF uses
PIFS instead of DIFS.

The PC begins a period of operation called the contention-free period
(CFP), during which the PCF is operating, This period is called
contention free because access to the medium is completely controlled by
the PC. The CFP occurs periodically to provide a near-isochronous
service to the stations, and alternates with a contention period where the
normal DCF rules operate and all stations may compete for access to the
medium. As per the standard, the contention period has to be long
enough to contain at least one maximum length frame and iis
acknowledgement.

The CFP begins when the PC gains access to the medium, by using
the normal DCF procedures and transmitting a Beacon frame which is
required to be sent out periodically for the PC to compete for the
medium. The traffic in the CFP consists of frames sent from the PC to
one or more stations followed by the corresponding acknowledgements.
In addition, the PC sends a contention-free-poll (CF-Poll) frame to those
stations that have requested contention-free service. If the polled station
has data to send, it responds to CF-Poll. For efficient medium utilization,
it is possible to piggyback the acknowledgement and the CF-Poll onto
data frames.

During the CFP, the PC ensures that the interval between
transmissions to be no longer than PIFS so as to prevent a station
operating under the DCF from gaining access to the medium. The NAV
is what prevents stations from accessing the medium during the CFP.
The transmittcd Beacon frames contain the information about the
maximum expected length of the CFP. Finally, the PC announces the end
of the CFP by transmitting a contention-free end (CF-End) frame. This
frame resets the NAVs and stations begin DCF operation independently.

4.5.3.7 Framing

The MAC layer accepts MAC Service Data Units (MSDUs) from
higher layers and adds appropriate headers and trailers to create MAC
Protocol Data Units (MPDU). Optionally, the MAC may fragment
MSDUs into several frames, hence attempting to increase the probability
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of each individual frame being delivered successfully. Header + MSDU
+ Trailer contain the following information:

Addressing information;

IEEE 802.11-specific protocol information;
Information for setting the NAV;

Frame check sequence for integrity verification.

4.5.3.7.1 General Frame Format

Figure 4.17 depicts the general IEEE 802.11 MAC frame format,
where the sizes of the corresponding fields are in bytes. Altogether, the
MAC frame comprises of nine fields.

Bles:

2 2 [ ] 6 2 ] 0.2312 4

Jome | Duden | ager | sz | oasws | P D s | Pameted [ cRe

-— IEEE 802.11 MAC Header
Figure 4.17 — The IEEE 802.11 MAC frame format
Bits:
2 2 4 1 1 1 1 1 1 1 1
Pratoesl To | From | More Por | Moee
Version Type Subtype s S g Retiy Mg | Daa WEF | Ond
Figure 4.18 — The Frame Control field
Frame Control (FC)

The Frame Control field is composed of a total of eleven sub-fields
as shown in Figure 4.18, which adds up to a total of 2 bytes. They are:

¢ Protocol Version: identifies the version of the IEEE 802.11 MAC
protocol;

* Frame Type and Sub Type: identifies the function of the frame and
which other MAC header fields are present in the frame. Within each
frame type (e.g., control frame) there may be many subtypes (e.g.,
RTS or CTS);
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* To DS (Distribution System) and From DS: To DS is set for every
data sent from a mobile station to the AP; otherwise, it is zero. On
the other hand, From DS is set to one for the data sent from the AP to
the mobile station. When both of them are zero, a direct
communication between two mobile stations is taking place. When
both are on, it indicates a special case where an IEEE 802.11 WLAN
is being used as the DS, and is referred to as a wireless DS. In this
scenario, the frame is being sent from one AP to another over the
wireless medium;

¢ More Fragments: when set, it indicates that this frame is not the last
fragment of a data or management frame;

e Retry: when zero, the frame is transmitted for the first time;
otherwise, it is a retransmission;

¢ Power Management: a mobile station announces its power
management state. A zero means the station is in active mode; a one
means the station will enter the power management mode;

¢  More Data: The AP uses it to indicate to a station that there is at least
one frame buffered at the AP for the respective station. The mobile
polled by the PC during a CFP may also use this sub-field to indicate
o the PC that there is at least one more frame buffered at the MH to
be sent to the PC. In a multicast scenario, an AP may set this field to
indicate that there are more multicast frames:

e  WEP (Wired Equivalent Privacy): When set, it indicates that the
frame body of the MAC frame has been encrypted using WEP
algorithm (described later in this chapter);

¢ Order: indicates that the content of the data frame has been given to
the MAC with a request for strictly ordered service. It provides
information to the AP and the DS and allows this service to be
delivered.

Duration ID (D/ID)

D/ID alternatively contains information for setting the NAV (e.g., in
DCF) or a short ID (association ID-AID) used by a station to get its
frames buffered at the AP (only the power-save poll (PS-Poll) frame
contains the AID). When the 15™ bit is set to zero, the left bits (14-0)
represent the remaining duration of a complete frame exchange (e.g.,
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RTS/CTS/DATA/ACK) and are used to update the NAV of neighboring
stations.

Address Fields

There are a total of four address fields. Besides the 48-bit MAC
address, additional address fields are used (TA, RA, BSSID) to filter
multicast frames and to allow transparent mobility in IEEE 802.11.

1. The IEEE 48-bit address comprises of three fields:
¢ A single-bit Individual/Group field: When set (o one, the address

is that of a group. If all bits are set to one, it means a broadcast;

® A single-bit Universal/Local bit: when zero, the address is global

and unique; otherwise, it is locally administered;

*  46-bit address field.

2. BSS Identifier (BSSID): unique identifier for a particular BSS, In an
infrastructured BSSID, it is the MAC address of the AP. In an IBSS,
it is random and locally administered by the starting station;

3. Transmitter Address (TA): MAC address of the station that has
transmitted the frame. It is always an individual address;

4. Receiver Address (RA): MAC address of the destination node to
which the frame has been sent. This can be an Individual or a Group;

5. Source Address (SA): MAC address of the station that originated the
frame. It is always an individual address. Note that the SA may be
different from the TA, given the indirection performed by DS of an
IEEE 802.11 WLAN. Also, in case of multi-hop communication SA
and TA may be different;

6. Destination Address (DA} Final destination which can be either an
Individual or a Group. Similar to SA, it may not match the RA
because of the indirection.

Sequence Control

This ficld comprises of a 4-bit fragment number and a 12-bit
sequence number. It allows a receiving station to eliminate duplicate
received frames.
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o Fragment Number sub-field: assigned to each fragment of an MSDU.
The first fragment is set to zero while subsequent fragments are
incremented sequentially;

® Sequence Number sub-field: each MSDU has a constant sequence
number which is incremented for each following MSDUs.

Frame Body

This is a variable length field which contains the information specific
to the particular data or management frame. It can go up to 2304 bytes,
and 2312 bytes when encrypted. An application may send up to 2048
bytes with upper layer headers totaling 256 bytes.

Frame Check Sequence (FCS)

The frame check sequence is an IEEE 802 standard and is generated
similar to IEEE 802.3, using the following CRC-32 polynomial:
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4.5.3.7.2 Control Frame Subtypes
In this section we define the control frames which are mostly

important in the context of ad hoc networking, that is, for DCF operation.

Request To Send (RTS)

This is a 20 bytes frame which inciudes the FC field, the Duration
field, the RA and the TA fields, and the FCS. The purpose is to
propagate the duration to other stations in order to allow them to update
their NAVs so that collistons due to other transmissions can be
prevented. The duration information conveyed by this frame is a measure
of the amount of time required to complete the four-way frame exchange,
that is, Duration (ms) = CTS + Data or Management frame+ ACK+ 2
SIFS.

Clear To Send (CTS)

This is a 14 bytes frame which contains the FC field, the Duration
field, the RA, and the FCS field. Its main purpose is to update the NAV
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of neighboring stations. In case of a CTS, Duration (ms) = Data or
Management frame + ACK + 1 SIFS.

Acknowledgement (ACK)

This is a 14 bytes frame which includes the following:
FC Field;
Duration/ID Field (ms): The Duration is set to zero if the ACK is an
acknowledgement. However, if the acknowledgement is of a data or
management frame where the more fragments sub-field of the frame
control field is equal to one, the value of the duration information is
the time taken to transmit the subsequent data or management frame,
an ACK frame, and two SIES intervals;
* RA;
* FCS.

The purpose of the ACK frame is two-fold. First, the ACK frame
transmits an acknowledgement to the sender of the immediately previous
data, management, or PS-Poll frame that the frame has been received
correctly. Second, the ACK frame is used to transmit the duration
information for a fragment burst as in CTS.

4.5.3.7.3 Data Frame Subtypes

Similar to the previous section, here we discuss the data frame
subtype which is mostly important in the context of ad hoc networking
only,

DATA

The data frame is variable in length (from 29 to 2346 bytes). Here,
the Duration ID field contains a value sufficient to protect the
transmission of a subsequent acknowledgement frame (measured in
microseconds from the end of the frame). If the data frame is a multicast
address, the duration/ID value is set to zero. Address fields are dependent
on the network.

¢ The address 2 field is used to identify the sender of the frame. This is
used in the ACK;
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e The address 3 field camies additional information for frame filtering
or forwarding by the DS. When a MH receives a frame from the AP,
it uses this field as the destination address to indicate to higher layer
protocols. A frame received by the AP from a MH will use this
address as the destination address of the frame for DS forwarding
decisions. In the wireless DS, it contains the destination address of
the frame that has been originally received by the AP;

¢ The address 4 field is used only in a wireless DS as one AP forwards
a frame to another AP. The source address of the original AP is
contained here;

DA is the destination of the MSDU in the frame body field;
SA is the address of the MAC entity that initiated the MSDU in the
frame body field;

® RA is the address of the station contained in the AP in the wireless
DS that is next recipient;

¢ TA is the address of the siation contained in the AP in the wireless
DS that is transmitting the frame;

» BSSID is the address currently in use by the station contained in the
AP if the station is the AP or is associated with an AP. Otherwise,
BSSID is the BSSID of the IBSS.

4.5.4 Security

The first security scheme provided in the series of IEEE 802.11
standards is Wired Equivalent Privacy (WEP), specified as part of the
802.11b Wi-Fi standard. WEP was originally designed to provide
security for WLANSs with a level of protection that is similar to the one
expected in wired LANs. The latter enjoys security and privacy due to
the physical security mechanisms such as building access control.
Unfortunately, physical security mechanisms do not prevent
cavesdropping and unauthorized access in the case of wireless
communications. WEP, therefore, aims at covering the lack of physical
security akin to WLANs with security mechanisms based on
cryptography. WEP suffers from various design flaws and some
exposure in the underlying cryptographic techniques that seriously
undermine its security claims.
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4.5.4.1 WEP Security Mechanisms

WEP security mechanisms include data encryption and integrity.
Both mechanisms are handied simultaneously for each frame as
illustrated in Figure 4.19.

To prepare a protected frame, first an integrity check value (ICV) of
the frame payload is computed using a cyclic redundancy check (CRC)
function. The cleartext payload concatenated with the ICV is then

" Integrity
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Figure 4.19 — WEP frame security mechanisms

encrypted using a bit-wise Exclusive-OR operation with a keystream as
long as the payload concatenated with the ICV. The keystream is a
pseudorandom bit stream generated by the RC4 [Schneier1996]
algorithm from a 40-bit secret key pre-appended with a 24-bit
Initialization Value (IV). The resulting protected frame includes the
cleartext frame header, the cleartext IV, the result of the encryption and a
cleartext frame check sequence field. The recipient of a WEP frame first
generates the keystream with RC4 using the shared secret key and the IV
value retrieved from the received frame. The resulting keystream is
Exclusive-ORed with the encrypted field of the frame to decrypt the
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payload and the ICV. The integrity of the payload is then checked by
comparing the integrity check computed on the cleartext payload with
the ICV resulting from the decryption. The secret key can either be a
default key shared by all the devices of a WLAN or a pair-wise secret
shared only by two communicating devices. Since WEP does not provide
any support for the exchange of pair-wise secret keys, the secret key
must be manually installed on each device.

4.5.4.2 WEP Security Flaws

WEP suffers from many design flaws and some weaknesses in the
way the RC4 cipher is used [Fluhrer2001, Stubblefield2001]. Data
encryption in WEP is based on an approximation of the “one-time pad”
[Schneier1996] algorithm that can guarantee perfect secrecy under some
circumstances. Like WEP encryption, one-time pad encryption consists
of the bit-wise Exclusive-OR between a binary plaintext message and a
binary keystream as long as the message. The secrecy of the resulting
cipher text is perfect, provided that each new message is encrypted with
a different secret random keystream. The secrecy is not guaranteed when
the keystream is re-used or its values can be predicied. Hence, a first
class of attacks on WEP exploits possible weaknesses in WEP’s
keystream generation process that makes the secret keystream easily
predictable or causes its re-use.

The first type of exposure is due to the likelihood of keystream re-
use between a pair of communicating devices. Using the same secret key,
the only variation in the input to the keystream generator is due to the
variation in the IV. Since the IV is 24-bit value sent in a cleartext, the re-
use of a keystream can be easily detected. The re-use of a keystream is
also very likely because of the small set of possible IV values that can be
exhausted in a few hours for busy traffic between two nodes. This type of
exposure gets even worse if some care is not taken during the
implementation of the standard: some products set the IV to a constant
value (0 or 1) at the initialization of the encryption process for each
frame sequence. The second type of exposure is due to the use of a 40-bit
secret that is highly vulnerable to exhaustive search.

WEP data encryption is also exposed through an advanced attack
that takes into account the characteristics of the RC4 algorithm
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[Stubblefield2001] and drastically reduces the set of possible keystream
values based on the attacker’s ability to recover the first byte of
encrypted WEP payload.

‘Another class of exposure on WEP concerns the data integrity
mechanism using CRC in combination with one-time pad encryption.
Encryption using exclusive-or operation is transparent with respect to
modifications, in that flipping bits of the encrypted message cause
flipped bits at the same positions of the cleariext values resulting from
decryption. As opposed to a cryptographically secure hash function, an
integrity check computed with CRC yields predictable changes on the
ICV with respect to single-bit modifications on the input message.
Combining the transparency of Exclusive-OR with the predictable
modification property of CRC, an attacker can flip bits on well-known
positions of an encrypted WEP payload and on the corresponding
positions of the encrypted ICV, so that the resulting cleartext payload is
modified without the modification being detected by the recipient. It
should be noted that the transparent modification of the WEP payload
does not require the knowledge of the secret payload value since the
attacker only needs to know the location of some selected fields in the
payload to force the tampering of their value. Finally, another weakness
of WEP is the lack of key management that could lead to a potential
exposure for most attacks, exploiting manually distributed secrets shared
by large populations.

4.5.4.3 The IEEE 802.11i Amendment: A New Security Scheme

To address the shortcomings of WEP, the IEEE 802.11 WG set up a
special Task Group I (TGi) in charge of designing new security
architecture as a part of the amendment called 802.11i. IEEE 802.11i,
also known as Wi-fi Protected Access (WPA) [WPAwww], proposes a
long-term architecture based on the IEEE 802.11x standard, which itself
is based on the IETF’s Extensible Authentication Protocol (EAP). IEEE
802.11x has a flexible design supporting various authentication modes.
The IEEE 802.11i consists of three major parts: Temporal Key Integrity
Protocol (TKIP), counter mode cipher block chaining with message
authentication codes (counter mode CBC-MAC) and IEEE 802.11x
access control. TKIP primarily addresses the shortcomings of WEP and
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fixes its well-known problems, inciuding small IV and short encryption
keys. TKIP uses RC4, the same encryption algorithm as WEP to make it
updateable from WEP, but it extends the IV from 24-bit to 48-bit in order
to defend against the existing cryptographic attacks against WEP.
Moreover, to cope up with brute force attacks, TKIP implements 128-bit
encryption key to address the short-key problem of WEP. TKIP changes
the way keys are derived and pertodically rotates the broadcast keys so as
to avoid the attack that is based on capturing large amount of data
encrypted by the same key. It also adds a message-integrity-check
function to prevent packet forgeries.

Counter mode CBC-MAC is designed to provide link layer data
confidentiality and integrity. A new strong symmetric encryption
standard, advanced encryption standard (AES), is deployed in which a
128-bit encryption key and 48-bit IV are used. AES is a block cipher
where chunks (multiple bytes) of data are encrypted at once, as opposed
to a stream cipher (like RC4) which handles encryption in order as the
bits go through., With chunks of data encrypted at once, data is diffused
within the block after encryption (rather than being aliocated in a linear
fashion, as in RC4) and hence it becomes much more difficult to predict
the location of specific data within the encrypted stream. Contrary to
TKIP, counter mode CBC-MAC has little resemblance to WEP and it is
set to be a part of the second-generation WPA standard.

IEEE 802.11x is an authentication and key management protocol,
which is designed for wired LANs, but has been extended to Wireless
LANs. IEEE 802.11x authentication occurs when a client first joins a
network. Then, authentication periodically recurs to verify the client has
not been subverted or spoofed. IEEE 802.11x is a centralized, server-
based authentication process where a MH sends an authentication request
to an associated AP. The AP forwards the authentication information to a
back-end authentication server via Remote Authentication Dial-In User
Service (RADIUS) for verification. Once the verification process
completes, the authentication server sends a response message to the AP
that the client has been authenticated and network access should be
granted. In 802.11i, the response message should contain the
cryptographic keys sent to the client. After that, the AP transfers the
mobile client to the authenticated state hence allowing it network access.



192 AD HOC & SENSOR NETWORKS

I[EEE 802.11x is not a single authentication method. Rather, it
utilizes EAP as its authentication framework. This means that 802.11x-
enabled switches and APs can support a wide variety of authentication
methods, including certificate-based authentication, smartcards, token
cards, one-time passwords, etc. However, the 802.11x specification itself
does not mandate any authentication methods. Since switches and APs
act as a “pass through” for EAP, new authentication methods can be
added without the need to upgrade the switch or AP, by adding software
on the host and backend authentication server. Several common EAP
methods have been defined in various IETF drafts or other industry
documents, such as EAP-MDS5, EAP-TLS, etc. While TKIP and counter
mode CBC-MAC are still not implemented by most vendors, 802.11 x
supports is already integrated into some operating systems.

In summary, TKIP/WPA provides enhanced security for existing
infrastructure. Counter mode CBC-MAC protects the data integrity and
confidentiality, and 802.11x presents a fully extensible anthentication
mechanism. Combining these techniques, 802.11i is significantly
stronger than WEP. On the other hand, 802.11i requires changes to
firmware and software drivers and may not be backward-compatible with
some legacy devices and operating systems. A phased adoption process
for this standard is anticipated because of the large amount of installed
802.11 devices.

4.5.5 System Design Considerations

The IEEE 802.11 WLAN standard provides a number of physical
layer options in terms of data rates, modulation types, and spreading
spectrum techniques. Selecting the right physical layer and MAC
technologies requires careful planning and detailed systems analysis for
developing the optimal WLAN implementation. In this section, we give
insights into some important design considerations which have to be
taken into account when developing a WLAN system.

4.5.5.1 The Medium

The difference between “wired” and RF WLANs is the radio
communications link that provides freedom to move without constraints
of wires, while wired media has the luxury of a controlled propagation
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media. Wireless RF medias are very difficult to control because the
dynamics of the propagated signals over the media are constantly
changing. RF medium is understood to properly design unlicensed band
of 24 GHz and 5 GHz IEEE 802.11 WLAN systems, especially for
networks operating at data rates greater than 2 Mbps.

4.5.5.2 Multipath

Multipath is one of the performance concems for indoor IEEE
802.11 WLAN systems. Multipath, as depicted in Figure 4.7, occurs
when the direct path of the transmitted signal is combined with paths of
the reflected signal paths, resulting in a corrupted signal at the receiver.
Multipath causes the signals from the previous symbol to interfere with
the signals of the next. The delay of the reflected signals, known as delay
spread, is measured in nanoseconds {nsec). Delay spread is the parameter
used to signify multipath, and the amount of delay spread varies for
environments as seen from Table 4.5.

RAKE processing and equalization are two methods used to process
and resolve delay spread. A RAKE receiver is well-known architecture
used to remove delay spreads on the order of 100 nsec. The RAKE is
structured as a bank of correlators (fingers) with weighed detays and a
combiner. Equalization is an alternative used to correct delay spreads
greater than 100 nsec.

4.5.5.3 Path Loss

Another key consideration is the issue of the operating range relative
to the path loss. This plays an important role in determining the size of

Table 4.5 — Delay spread for various environments

Environment Delay
Spread
Home ~50 nisec
Office ~100 ngec

Manufacturing 200-300 nsec
floor
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overlapping WLAN cells and distribution of APs. Path loss calculations
are equally important for determining the radio’s receiver sensitivity and
transmitting power level, and SNR requirements. For indoor applications
beyond 20 feet, propagation losses increase at about 30 dB per 100 feet.
This occurs because of a combination of attenuation by ceilings, walls
and furniture. Each wall constructed with sheet rock and wood typically
attenuates the signal by 6 dB, while walls constructed with cement block
walls attenuate the signal by 4 dB. However, additional losses may occur
depending on the fading characteristics of the environment.

The same path principles apply to all frequency bands. However, as
the operating frequency increases from 2.4 GHz to 5 GHz, for example,
an additional path loss of 5-10 dB occurs. This results in a smaller cell
radius and may require additional overlapping cells and APs to guarantee
the same coverage area as a system operating at 2.4 GHz.

4.5.5.4 Multipath Fading

Another key consideration is the path loss due to multipath fading
which occurs when the reflected signal paths refract off people, furniture,
windows, and scatter the transmitted signal. For example, moving the
receiver away from the transmitter, even for only a few inches, can
produce an additional loss of signal power on the order of 20 dB or more.

Muliipath fading is viewed as two separate factors and described as
probability distribution functions [Agrawal2002]. The first factor is a
characteristic known as log normal fading. These are coefficient products
which result as the signal reflecis off surfaces and propagates to the
receiver. As the signal coefficients product propagates to the receiver,
they are summed together with the direct path where they cancel each
other, causing significant attention of the transmitted signal. This is the
second factor, known as Rayleigh fading. RAKE architectures and
equalization are techniques used to correct these effects.

4.5.5.5 Es/No vs. BER (Bit-Error-Rate) Performance

System performance tradeoffs are often made in the decision process
when selecting a modulation type and data rate. System tradeoffs in
terms of receiver sensitivity, range, and {ransmit power become very
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important for developing low cost implementations, especially for higher
rate systems (e.g., [EEE 802.11a/b/g/n).

4.5.5.6 Interference in the 2.4 GHz ISM Band

Bluetooth devices, microwave ovens, cordless phones are just a few
interference sources in the 2.4 GHz unlicensed frequency band.
However, given the proliferation of WLAN hotspots throughout the
world, interference from a WLAN into other neighboring WLANs have
become a very critical problem.

Currently, built into the standard are three mechanisms used to help
minimize the amount of interference. The first is the clear channel
agsessment, where the MAC layer protocol provides a method of
collision avoidance. The second is processing gain, which provides some
protection from FHSS radios whose spectrum appears as narrowband
interferers. The third is the hop pattern, which requires sufficient
frequency spacing between pseudorandom hops to minimize the
interference due to neighboring DSSS channels. To some degree, legacy
2.4 GHz IEEE 802.11-compliant FHSS and DSSS systems and IEEE
802.11b/g high-rate WLAN systems do coexist. However, careful cell
planning will help mintmize the amount of interference a system will
experience especially at the outer fringe of the cell.

4.5.6 An Overview of Past and Present IEEE 802.11 Efforts

In addition to the various amendments to 802.11 discussed above,
many others exist that extend the basic capabilities of the baseline 802.11
standard such as adding physical layer options, improving security,
adding quality of service (QoS) features or providing better inter-
operability. In this section, we describe the past and present efforts in the
IEEE 802.11 WG in order to offer improved services for WLAN users,
Up-to-date information on IEEE 802.11 efforts can always be found at
[IEEE802.1 Iwww].

4.5.6.1802.11q

As we have seen, this is a PHY layer standard for WLANs in the 5
GHz radio band. It specifies around thirteen available radio channels,
where the maximum link rate per channel is of 54 Mbps. Here, higher
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data throughput and greater number of channels give better protection
against possible interference from neighboring access points.

4.5.6.2 802.11b

This is a PHY layer standard for WLANS in the 2.4 GHz radio band.
It specifies three available radio channels, where the maximum link rate
per channel is of 11 Mbps. With increased usage, some installations may
suffer from speed restrictions and having only three non-overlapping
radio channels may cause interference from neighboring access points.

4.5.6.3802.11d

IEEE 802.11 standards cannot legally operate in some countries, and
the purpose of 802.11d is to add features and restrictions to allow
WLANS to operate within the rules of those countries. The 802.11d is
supplementary to the MAC layer of 802.11 to promote its worldwide. By
allowing APs to communicate in permissible radio channels, WLANs
enables acceptable power levels to user devices. A limitation of this
approach is that equipment manufacturers may not like to produce a wide
variety of country-specific products, and roaming users probably many
not want a bag full of country-specific WLAN cards.

4.5.6.4802.11e

The 802.11e, described later, is supplementary to the MAC layer to
provide QoS support for WLAN applications. It is applicable to 802.11
physical standards a, b and g. The purpose is to provide classes of service
with managed levels of QoS for data, voice and video applications. The
802.11e provides some useful features for differentiating data traffic
streams, and many WLAN manufacturers have targeted QoS as their
differentiating feature.

4.5.6.5 802.11f

This is a recommended practice document that enables achieving
radio access point interoperability between a multi-vendor WLAN
networks. The standard defines the registration of APs within a network
and the interchange of information between APs when a user is handed
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over from one AP to another. The 802.11f could reduce vendor lock-in
and allow multi-vendor infrastructures.

4.5.6.6 802.11g

This is a physical layer standard for WLANSs in the 2.4 GHz and 5
GHz radic bands and specifies three non-overlapping radio channels
similar to 802.11b. The maximum link rate is 54 Mbps per channel as
compared with 11 Mbps for 802.11b. The 802.11g standard uses OFDM
modulation but, for backward compatibility with 802.11b, it also
supports CCK modulation and, as an option for faster link rates, allows
packet binary convolution coding (PBCC) modulation.

Speeds similar to 802.11a and backward compatibility may appear
attractive but there are a few issues: conflicting interests between key
vendors have divided support within IEEE task group for the OFDM and
PBCC modulation schemes. The task group has compromised by
including both types of modulation in the draft standard. Adding support
for 802.11b’s CCK modulation, resulted in three modulation types.
Clearly, it is too complex as compared to 802.11a. However, there are
advantages for vendors supplying dual-mode 2.4 GHz and 5 GHz
products, and using OFDM for both modes reduces silicon cost.
Moreover, compatibility with any large base of 802.11b products is a
major plus.

4.5.6.7 802.11h

This standard is supplementary to the MAC layer so as to comply
with European regulations for 5§ GHz WLANSs, which requires products
to have transmission power control (TPC) and dynamic frequency
selection (DFS). TPC limits the transmitted power to the minimum level
needed to reach the furthest user. DFS selects the radio channel at the AP
to minimize interference with other systems, particularly radar.
Completion of 802.11h can provide better acceptability within Europe
for IEEE compliant 5 GHz WILAN products,

4.5.6.8 802.11i

Security is a major limitation in WLANs. Weakness of WEP
encryption is damaging to the perception of 802.11 standard. Vendors
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have not improved matters by shipping products without setting default
security features. In addition, the WEP algorithm weaknesses have been
exposed. The 802.11i specification is a part of a set of security features
that should address and overcome these issues. It is a supplementary to
the MAC layer to improve security and applies, in an initial phase, to
802.11 physical standards a, b and g. Solutions are likely to start with
firmware upgrades using the TKIP, followed by new silicon with AES
and TKIP backwards corapatibility.

4.5.6.9 802.11j

The purpose of the task group j is to enhance the 802.11 standard and
amendments enabled addition of channel selection for 4.9 GHz and 5
GHz in Japan, so as to comply with the Japanese rules on operational
mode, operational rate, radiated power, spurious emissions and channel
sense.

4.5.6.10 802.11k

The goal of the 802.11k task group is to define Radio Resource
Measurement enhancements to provide mechanisms to higher layers for
radio and network measurements. This new supplement to the 802.11
standard will define and expose both radio and network information to
facilitate management and maintenance of a wireless LAN, and shall be
compatible with the IEEE 802.11 MAC protocol.

4.5.6.11 802.11n

The 802.11n task group has been formed to develop enhancements
for higher throughput. More specifically, this task group aims at
developing a standard that allows consumers and businesses to transmit
data at rates greater than 100 Mbps. This daia rate is to be measured at
the interface between the MAC and upper layers, which is a complete
departure from previous practice (e.g., as in 802.11a/b/g) of measuring
the performance in terms of data rate at the PHY layer. The motivation
behind this is that the net data rate experienced by the users in wireless
LANSs is significantly affected by many sources of overhead within the
802.11 protocol. This overhead is primarily attributed to packet
preambles, contention window, acknowledgments and the various
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interframe spacing parameters. Clearly, the overhead problem becomes
more serious as the raw PHY data rate increases as the data-carrying
portion of packet shrinks, while the overhead remains fixed. Therefore,
the 802.11n task group has been chartered to find solutions over 100
Mbps taking these issues into consideration.

4.5.6.12 802.11p

The 802.11p expands on conventional 802.11 wireless networking to
allow for provisions that are specifically useful to automobiles: a more
advanced handoff scheme, mobile operation, enhanced security,
identification, and peer-to-peer (ad hoc) authentication, and most
importantly: communications in the automotive-allocated 5.9 GHz
spectrum. This is a standard for traffic class and dynamic multicast
filtering, and provides a method of differentiating traffic streams in many
priority classes in support of QoS. In addition, it forms a key part for the
802.11e QoS proposals at the MAC level and applies to 802.11 physical
standards a, b and g.

4.5.6.13 802.1Ir

The 802.11r task group is working on speeding up the data signal
transfer speed, also known as handoff, between wireless access points. It
has adopted the technical term “Fast BSS-Transition” to define their
efforts. The standard developed by the 802.11r task group will be
important for voice-over-wireless LAN (VOWLAN) and other
applications like wireless video, because the current handoff times
between traditional, standalone access points mean that a person using an
802.11 phone could drop the call when moving around the office. The
problem gets worse when new security features like WPA [WPAwww]
are added to the mix and the onboard processor has to handle more than
it is used to.

4.5.6.14 802.11s

The 802.11s task group is working on a new standard to support
extended set of service for mesh networks which can be seen as an ad
hoc network with massive increment in bandwidth and reliability. A
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mesh network in this context comprises not only mobile devices, but also
enables interoperability with a fixed infrastructure.

4.5.6.15 802.11t

The goal of the IEEE 802.11t task group is to define a recommended
practice for the evaluation of 802.11 wireless performance, which is
currently done on an ad hoc basis.

4.5.6.16 802.11u

The motivation for the JEEE 802.11u task group is based on the
observation that [EEE 802.11 hotspot deployment has experienced
tremendous growth throughout the world, which led to several issues in
the way the hotspot behaves with its connection to external networks
{e.g. the internet, cellular networks), Therefore, the IEEE 802.11u task
group is developing a standard specifying how 802.11 networks can
work with other external networks.

4.5.6.17 802.11v

The aim of the [EEE 802.11v task group is to develop an amendment
to both the IEEE 802.11 PHY and MAC that provides wireless network
management of client stations.

4.5.6.18 802.11w

Contrary to IEEE 802.11i which defines a new security framework
for data frames, the goal of the IEEE 802.11w task group is to develop
enhancements to the IEEE 802.11 MAC that enable data integrity, data
origin authenticity, replay protection, and data confidentiality for
selected IEEE 802.11 management frames.

4.5.6.19 802.11x

This is a framework for regulating access control for stations to a
network via the use of extensible authentication methods. It forms a key
part of the important 802.11i proposals for enhanced security and applies
to 802.11 physical standards a, b and g.
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4.5.7 The IEEE 802.11¢e MAC Protocol

The IEEE 802.11e¢ {IEEE802.11¢2001] is an amendment to the
802.11 standard for QoS provisioning. It prioritizes the radio channel
access within a BBS of the IEEE 802.11 WLAN. A BSS that supports
the new priority schemes of the 802.11¢ is referred to as QoS supporting
BSS (QBSS). In order to effectively support QoS, the 802.11e MAC
defines the Hybrid Coordination Function (HCF), which replaces both
the DCF and PCF modes in the IEEE 802.11 standard. The HCF is
comprised of two parts: the Extended Distributed Channel Access
(EDCA) and the HCF Controlled Channel Access (HCCA). Stations
operating under the 802.11e are called QoS stations, and a QoS station
which works as the centralized controlier for all other stations within the
same QBSS is called the Hybrid Coordinator (HC). A QBSS is a BSS
which includes an 802.11e-compliant HC and QoS stations. The HC will
typically reside within an 802.11e AP. In the following, we refer to an
802.1le-compliant QoS station simply as a station. Similar to DCF, the
EDCA is the contention-based channel access mechanism of HCF. With
802.11e, there may still be the two phases of operation within a
superframe, i.e., a CP and a CFP, which alternate over time continuously.
The EDCA is used in the CP only while the HCF is used in both phases,
thereby making this new coordination function hybrid.

4.5.7.1 The EDCA

The EDCA in 802.11¢ is the foundation for the HCF and the QoS is
supported by the introduction of Traffic Categories (TCs). MSDUSs are
now delivered through multiple backoff instances within one station,
wherein each backoff instance parameterized with TC-specific
parameters. In the CP, each TC within the station contends for a
transmission opportunity (TXOP) and independently starts a backoff
after detecting the channel being idie for an Arbitration Interframe Space
(AIFS), which is at least equal to DIFS and can be increased individually
for each TC. After waiting for AIFS, each backoff sets a counter to a
random number drawn from the interval [1;CW+1]. The minimum size
(CWmin[TC]) of the CW is another parameter dependent on the TC.
Priority over legacy stations is provided by setting CWmin[TC] < 15 (in
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case of 802.11a PHY) and A/FS = DIFS. Figure 4.20 depicts the EDCA
parameters.

As in the legacy DCF, when the medium is determined busy before
the counter reaches zero, the backoff has to wait for the medinm being
idle for AIFS again, before resuming the count down process. A major

L wEsTe) with 802,118
AIFS[TC] I " low backoff shor Sue
" priot SIFS: 16us
' t.ch PIFS: 25us
AIFS{TSC] —r DIFS: 3dus
(=DIFS) Lo AIFS: >=34us
medium backoff
PIFS priarity TC
——
T 1 T time
high
TC
Contention Window
(countad in siots, Jus))
defer actess | aount down as long as medium is idhe.

hackoff when medium gets busy again
Figure 4.20 — Multiple parallel backoffs of MSDUSs with different priorities

difference from the legacy DCF is that when the medium is determined
as being idle for the period of AIFS, the backoff counter is reduced by
one beginning the last slot interval of the AIFS period. Note that with the
legacy DCF, the backoff counter is reduced by one beginning the first
slot interval after the DIFS period. After any unsuccessful transmission
attempt, a new CW is calculated with the help of the persistence factor
(PF), PFITC], and another uniformly distributed backoff counter out of
this new, enlarged CW is drawn, so that the probability of a new
collision is reduced. While in legacy 802.11, the CW is always doubled
after any unsuccessful transmission (equivalent to PF = 2), 802.11¢ uses
the PF to increase the CW differently for each TC and is given by:

newCW([TC) 2 (oldCW[TC]+1)- PF) -1

The CW never exceeds the parameter CWmax{TC], which is the
maximum possible value for CW.
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A single station may implement up to eight transmission queues
realized as virtual stations inside a station, with QoS parameters that
determine their priorities. If the counters of two or more parallel TCs in a
single station reach zero at the same time, a scheduler within the station
avoids the virtnwal collision. The scheduler grants the TXOP to the TC
with highest priority, out of the TCs that virtually collided within the
station as illustrated in Figure 4.21. There is still a possibility that a
transmitted frame could collide at the wireless medium with a frame
transmmitted by other stations.

Another important part of the 802.11e MAC is the TXOP. A TXOP
is an interval of time when a station has the right to initiate
transmissions, defined by a starting time and a maximum duration.
TXOPs are acquired via contention (EDCA-TXOP) or granted by the HC
via polling (polled TXOP). The duration of an EDCA-TXOP is limited
by a QBSS-wide TXOP limit distributed in beacon frames, while the
duration of a polled TXOP is specified by the duration field inside the
poll frame. However, although the poll frame is a new frame as part of
the 802.11e, the legacy stations also set their NAVs upon receiving this
frame (see next subsection for details on polled TXOP). The prioritized
channel access is realized with the QoS parameters per TC, which
include AIFS[TC], CWmin[TC), and PF[TC], while CWmax[TC] is
optional. In addition, there are discussions to introduce priority
dependent EDCA-TXOP[TC]. The QoS parameters can be adapted over
time by the HC, and is announced periodically via beacon frames.
Protocol-related parameters are included in the beacon frame, which is
transmitted at the beginning of each superframe.

4.5.7.2 The HCCA

The HCCA extends the EDCA access rules. The HC may allocate
TXOPs to itself in order to initiate MSDU Deliveries whenever it desires,
however, only after detecting the channel as being idle for PIFS (which
is shorter than DIFS). To give the HC priority over the EDCA, AIFS
must be longer than PIFS and can therefore not have a value smaller than
DIFS.

During CP, each TXOP begins either when the medium is
determined to be available under the EDCA rules, i.c., after AIFS plus
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backoff time, or when the station receives a special poll frame, the QoS
CT-Poll from the HC. The QoS CF-Poll from the HC can be sent after a
PIFS idle period without any backoff. Therefore, the HC can issue polled
TXOPs in the CP using its prioritized medium access. During the CFP,
the starting time and maximum duration of each TXOP is specified by
the HC, which uses the QoS CF-Poll frames. Stations will not attempt to

legacy: 802.11e:
one priority up to 8 independent backolf instances
Pigher priority iower priority
old | new ey TC8 TCS TC4 TC3 TCO T TC2
backolt backoft | [oackoft | [backof | | backoff | [ backotf | [backoft | { backoft
(DAFS) (AIFS) | | (AIFS) | 1 (AIFS) | | (AIFS) || TAIES) | | (AIFS) | | (AIFS) | | IAFS)
(t5) Cw) | ] @€wy [| €W || €W || €W | W) || €W | (e
2 (PF} {PF} {PF} {PF) {PF) PF) (PF) PE
scheduler (resolves virtual collisions by granting TXOP (o highest priorily)
transmission trarsmission
attempt attempt

Figure 4.21 - Virtnal backoff of eight traffic categories. (1) left one: legacy DCF, close to
EDCA with AIFS=34 [is , CWmin=15, PF=2; (2) right one: EDCA with AIFS[TC] =
34 tis , CWmin[TC]=0-255, PF[TC]=I-16

access the medium on its own during the CFP, so only the HC can grant
TXOPs by sending QoS CF-Poll frames. The CFP ends after the time
announced in the beacon frame or by a CF-End frame from the HC.

As a part of 802.11e, an additional random access protocol that
allows fast collision resolution is defined. The HC polls stations for
MSDU Delivery. For this, the HC requires information that has to be
updated by the polled stations from time to time. Contrelled contention is
a way for the HC to learn which station needs to be polled, at what time,
and for how much duration. The controlled contention mechanism allows
stations to request the allocation of polled TXOPs by sending resource
requests, without contending with other EDCA traffic. Each instance of
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controlled contention occurs during the controlled contention interval,
which is started when the HC sends a specific control frame. This control
frame forces legacy stations to set their NAV until the end of the
conirolled contention interval, thereby remaining silent during the
controlled countention interval. The control frame defines a number of
controlled contention opportunities (i.e., short intervals separated by
STFS) and a filtering mask containing the TCs in which resource requests
may be placed. Each station with queued traffic for a TC matching the
filtering mask, chooses one opportunity interval and transmits a resource
request frame containing the requested TC and TXOP duration, or the
queue size of the requested TC. For fast collision resolution, the HC
acknowledges reception of request by generating a control frame with a
feedback field so that the requesting stations can detect collisions during
controlled contention.

4.6 Enhancements to IEEE 802.11 MAC

Ever since the IEEE 802.11 standard has been released, the research
community has been working on enhancements both at the PHY and
MAC layers. However, research on the MAC layer seems to have been
more intensive than in the PHY layer. In this section, we outline major
recent and prominent advancements done in the MAC layer of TEEE
802.11.

4.6.1 Power Control

Power control is a determinant technique for energy conservation
and thus is of fundamental importance for wireless ad hoc stations which
rely on baiteries. Besides energy saving, power control can also increase
effective capacity of the network by enhancing spatial reuse of the
wireless channel. Current research on power control MAC protocols
focus on suitably varying transmit power in order to reduce energy
consumption [Agarwal2001, Gomez2001, Wieselthier2000, Jung2002].

The power control strategies may be classified based upon the
presence or absence of asymmetric links between nodes. In the context of
I[EEE 802.11 networks, link symmetry is assumed in its design while
communication in asymmetric networks has been shown to be a
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relatively hard task [Narayanaswamy2002]. In the following subsections,
we discuss two power control MAC protocols for use in wireless and
mobile ad hoc networks.

4.6.1.1 The BASIC Protocol

As we mentioned earlier, although power control can reduce energy
consumption, it can also lead to asymmetry between nodes, that is, a
given node A can reach a node B but node B cannot reach A. This is the
result of the use of different power ievels at different nodes. A clear
drawback of this asymmetry is that it may result in increased number of
collisions where certain nodes cannot sense ongoing low power
transmissions, and hence transmit at a higher power level which ends up
colliding with the current low power transmissions. Based on IEEE
802.11, the BASIC scheme aims at addressing this asymmetry issue by
transmitting the RTS and CTS packets at maximum possible power level
(Puas), While transmitting DATA and ACK at lowest power level needed
to communicate (P esres) [Agarwal2001, Gomez2001]. In this scheme, the
RTS-CTS exchange is utilized to decide the transmission power for
subsequent DATA and ACK packets.

We now describe the deficiency of the BASIC scheme. In this
scheme, when nodes receive either a RTS or CTS packet (always
transmitied at p,..), they set their NAVs for the duration of the DATA
and ACK transmission. For instance, suppose that node D wants to
transmit a packet to node E in Figure 4.22, When D and E transmit the
RTS and CTS respectively, B and C receive the RTS, and F and G
receive the CTS, so they will defer their transmissions for the duration of
the D-E transmission. Since node A is in the C-zone of D, it wiil not be
able decode the packets correctly but only sense the signal. Therefore,
node A will set its NAV for EIFS duration whenever it senses the RTS
transmission from D. Similarly, node H will set its NAV for EIFS
duration following CTS transmission from E.

In regular IEEE 802.11, when transmit power control is not used, the
C-zone is the same for RTS-CTS and DATA-ACK since all packets are
sent using the same power level (p..,,). In the BASIC scheme, however,
the transmission range for DATA-ACK is smailer than that of RTS-CTS
whenever a source and destination pair decides to reduce the transmit
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power for DATA-ACK. Similarly, the C-zone for DATA-ACK is also
smaller than that of RTS-CTS. Therefore, when nodes D and E in Figure
422 reduce their transmit power for DATA and ACK transmissions
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Figure 4.22 — The BASIC protocol

respectively, nodes A and H cannot sense the transmissions and thus
consider the channel to be idle. When any of these nodes (A or H) starts
transmitting at p,.,, this transmission collides with the ACK packet at D
and DATA packet at E. As shown in [Jung 2002)], this results in
throughput degradation and higher energy consumption (because of
retransmissions) than even the regular IEEE 802.11 MAC protocol
without power control.

4.6.1.2 The Power Control MAC Protocol

To address the deficiency of the BASIC protocol, the PCM protocol
has been proposed in [Jung2002]. Similar to the BASIC protocol, PCM
transmits the RTS and the CTS packets at p,.. and use the minimum
power level (that 1S, pui.s) needed for communication for DATA and
ACK. However, contrary to the BASIC scheme, eventual collisions with
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nodes in the C-zone are avoided by making the source node in a
transmission periodically transmit the DATA packet at p,.,, so that nodes
in the C-zone can sense the signal and set their NAVs accordingly.

Pmax .

Figure 4.23 — Transmit power level transitions in PCM

Figure 4.23 illustrates the transmit power level transitions in PCM during
a regular sequence of RTS-CTS-DATA-ACK transmission. As we can
see, the source transmits the DATA at p.q.; and periodically employs
Pmae- In PCM, ACK packets are always transmitted at py.g.s. With this
modification to the BASIC protocol, nodes that can potentially interfere
with the ongoing transmission will periodically sense the channel as
busy, and defer their own transmission. Since nodes in the C-zone only
defer for EIFS duration, the transmit power for DATA is increased once
every EIFS duration. Also, the interval for which the DATA is
transmitted at p,,, should be larger than the time required for physical
carmer sensing. In {Jung2002], it has been concluded that 20 ps is an
appropriate value for such interval and is indicated in Figure 4.23.

As we can see, PCM overcomes the deficiency of the BASIC scheme
and can achieve throughput comparable to that of IEEE 802.11
[Jung2002], with less energy consumption. However, note that PCM, just
like 802.11, does not prevent collisions completely. As discussed earlicr,
collisions with DATA being received by the destination can occur.

Despite of all this, PCM suffers from a drawback, namely, the
inability to achieve spatial reuse (discussed in detail in the next section).
Note that this shortcoming is also present in other existing power control
MAC protocols, and is illustrated in Figure 4.24, where node A initiates
a transmission to node B. A side effect of PCM strategy to periodically
change the transmit power level during DATA transmission, is that the
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entire carrier-sensing range of node A is blocked. By blocked we mean
that, in Figure 4.24, nodes C and D as well as nodes G and H that could
eventually communicate with each other at such a power level that would
not collide with the low power DATA and ACK transmission between A
and B, are unable to do it so, given the periodic change in power level
employed by node A. Considering that DATA transmission takes
considerably longer (around two orders of magnitude [IEEE02.111997])
than RTS-CTS transmission, for the duration of the low power DATA-
ACK transmission between nodes A and B no other communication can
take place either in the transmission range or within the C-zone.
Therefore, the increased channel capacity resulting from the low power
DATA-ACK transmission cannot be reused. Note that, similar to PCM,
this is also not possible in the BASIC scheme due to lack of coordination
amongst nodes for channel spatial reuse, and because RTS and CTS are

always transinitted at p,,.,.

______

‘?{ “.‘ Carrier Sensing Zlone
4A's Plesived. (C—Zone) for A’s RTS
« C—Zone - ?-:‘l———————t:--— “

]
1
1 v h L
: SR N R .
) : ' C N P :
|l :“ /-{n_“ ,\ :. © :
. kS (E ) 7 v N oF '
. ‘.“/“.‘_ \'x' K !‘I
\\ JEAN Y ’,
A SO Tl T . N P
\\ /l’ IR R E L b bl ,,
- . Y
. . Blocking Region because of N R
A - .
W A’'s Transmission N N .
*
- -
~ -

Figure 4.24 — PCM blocks the entire transmitter’s carrier-sensing range



210 AD HOC & SENSOR NETWORKS

4.6.2 Spatial Reusability

In [Agrawal2003], the Spatial Reuse MAC (SRM) protocol is
introduced which uses power control and employs a distributed form of
transmission sneaking to accomplish appropriate spatial reuse of the
channel. In other words, SRM tries to provide energy efficiency by
employing power control while at the same time reusing the resulting
additional channel capacity. SRM design is based on the fact that there
are no specific mechanisms in existing power control MAC protocols
that allows an efficient and coordinated reuse of the additional channel
capacity resulted from using power control. These solutions either block
the entire station’s radio range as in PCM so as to prevent any collision,
similar to the IEEE standard 802.11 [IEEE802.111997], or simply do not
explore spatial reuse capability at all, and often consume higher energy
than IEEE 802.11 without power control [Agarwal2001, Gomez2001,
Jung2002, Karn1990, Pursley20001],

The SRM protocol is similar to the BASIC scheme in that it
transmits RTS and CTS at p,.,,, and DATA and ACK at p.ireq. However,
SRM implements a fully distributed transmission sneaking technique so
as to enable channel spatial reuse. In short, transmission sneaking is a
spatial reuse procedure by which a pair of nodes can communicate
despite the ongoing transmission in its radio range, provided the low
power sneaking DATA-ACK transmission does not collide with the
ongoing data transmission. SRM is based on the concept of Sneaking
Zone (S-Zone) depicted in Figure 4.25 where node B has a packet to
send to node A. In this figure, if we assume that nodes B and A transmit
RTS-CTS at full power (pmax) and DATA-ACK at p.q.q, the S-Zone is
defined as the area within the carrier sensing range of the RTS-CTS,
where a transmission (called sneaking transmission) is possible without
interfering with B-A’s communication. It should be noted that this
area is generally blocked in IEEE 802.11 as all the packets are
transmitted at full power. PCM also blocks this zone due to its
periodically increasing power level transmission. It can be shown that the
size of the S-Zone is inversely proportional to the distance between the
transmitter and receiver (e.g., A and B in the example of Figure 4.25).

As Figure 4.25 shows, the size of the S-Zone may be larger than the
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C-Zone as it may also include a part of RTS-CTS transmission range,

which becomes free because of the low power DATA-ACK transmission

which reduces the carrier-sensing range of the communication between

A and B. Interestingly, now a part of S-Zone lies within the interfering

range of A. Therefore, SRM considers different factors before starting a

sneaking transmission. To illustrate the overall idea of SRM, let us

consider Figure 4.26 where node A transmits a RTS to node B which, as

a result, sends a CTS back to A. These transmisstons are carrted out at

Pumar, While the DATA-ACK is transmitted at pyg s Figure 4.26 depicts

various ranges and zones of the RTS-CTS and DATA-ACK transmission

between nodes A and B. SRM differentiates between two types of
transmission: Dominating Transmission and Sneaking Transmission.

* Dominating Transmission (DT): Whenever a pair of nodes
successfully completes the RTS-CTS handshake before a DATA-
ACK transmission, this is referred to as the Dominating
Transmission (DT). For example, nodes A and B in Figure 4,26 have
successfully completed RTS-CTS handshake and together with the
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oncoming DATA-ACK transmission, it is called as the Dominating
Transmission as it reserved the channel through a RTS-CTS
handshake. Nodes A and B are called Dominating Nodes (DNs) of
DT;

®  Sneaking Transmission (§T). From Figure 4.26, we see that the pair
of nodes C and D, E and F could eventually communicate with each
other if they had the knowledge of the minimum power level
required to communicate with each other. In this case, however,
these pair of nodes cannot use RTS-CTS at p,,. as they would
collide with the current dominating transmission between A and B.
The IEEE 802.11 standard allows nodes to communicate without
using RTS-CTS [IEEE802.111997] when the amount of data to be
sent is less than the threshold RTSThresh. SRM utilizes this ability to
directly transmit DATA without RTS-CTS in order to allow nodes C
and D, E and F to communicate at low power despite the ongoing
DT between nodes A and B. This transmission is defined as the
Sneaking Transmission (ST), and the nodes involved as Srneaking
Transmirter and Sneaking Receiver.

In SRM, it is assumed that every node has access to a table with the
minimum power level required to communicate with each of its
neighbors. This may, however, be a reasonable assumption and has been
considered [Agarwal2001]. One possible solution is to exchange hello
packets between neighboring nodes either at the MAC or at the network
layer. Since many routing protocols already employ a form of hello
packets to maintain network connectivity [Perkins2001], SRM follows a
cross-layer design with the network layer assisting the MAC layer in the
determination of various pu...s amongst neighbor nodes (cross-layer
solutions for wireless ad hoc networks are receiving great attention in
several layers of the protocol stack [Cordeiro2002a]). The network layer
hello packets are always transmitted as MAC layer broadcast at py.,, and
a node receiving this at level, p, is able to calcvlate pueied
[Agrawal2003]. With this information, whenever a node receives either a
broadcast or a RTS-CTS, it can determine its distance from the
transmitter in question. For example, during rouie discovery or periodic
hello messages as these packets are always transmitied at p,,.. (broadcast
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Figure 4.26 — Channel spatial reusability in the SRM protocol

packets). In other words, when node B in Figure 4.26 receives RTS at
power p, from A, it can determine its distance from A by distance(py..
p:). The same procedure is carried out by node A when it receives the
CTS from B.

In SRM, nodes can only sneak the DT if they ensure that their ST
will not collide at the DNs. For that, a potential sneaking node needs to
determine the amplitude of its ST. In other words, nodes in the C-Zone
need to estimate both the transmission range and carrier sensing range of
their potential SN and make sure that the DNs are outside of this range.
To this end, SRM assuinies that if @ node X is outside the carnier sensing
range of a transmitter Y, node X is not going to be affected by any packet
transmission from Y. Mathematically speaking, node D, in Figure 4.26,
can sneak a packet at py, .0 to node C during the DT between nodes A
and B if:

(i) distancep ¢ + distance(p gesiyea, CSThresh) < distancep 5 ; and

(i1) distancep,c + distance(p gesives, CSThresh) < distancep g
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where distancepc, distancep,, and distancepy are the distances (in
meters) between nodes D and C, D and A, D and B, respectively, and
CSThresh is the minimum power level below which a signal cannot
interfere with any potential ongoing reception, and is defined in the IEEE
802.11 specifications [IEEE802.111997]. By relations (i) and (ii), SRM
considers the worst case where the sneaking nodes and the DNs are lined
up in a row. Therefore, a possible ST between nodes I} and C will not
collide either with the recetver or with the transmitier of the DT.
Similarly from Figure 4.26, we can see that nodes H and G cannot
communicate at a low power level as their transmission would collide at B,

An important issue in SRM is how nodes in the C-zone set their
NAVs. As we have seen earlier, in [EEE 802.11 nodes set their NAV for
EIFS duration whenever they are not able to decode a packet
transmission. We have also seen, through the BASIC scheme, that this
brings major complications, including a high number of collisions and
excessive energy dissipation. Therefore, SRM renames the EIFS as
SRM_EIFS and redefines its duration for nodes in the C-zone. The new
SRM_EIFS is longer in duration and attempts to be as lengthy as the DT,
Figure 4.27 illustrates the sneaking procedure and how nodes in the C-
zone set their NAV for the duration of SRM_EIFS.

In SRM, whenever a node has DATA to send and its NAV is set
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(meaning there is an ongoing DT), it may transmit the DATA directly if
constraints (i) and (ii) defined earlier are satisfied. However, to guarantee
that the sneaking DATA will not collide with the ongoing DT’s RTS or
CTS at p.a. the sneaking node can only start its DATA transmission
once the low power DT’s DATA transmission has started (see Figure
4.27). Furthermore, as we can see from Figure 4.27, the length of the
DATA packet a sneaking source can transmit (i.e., the Sneaking DATA)
has to be proportional to the sneaking source’s NAV, since the NAV of a
node indicates the remaining duration for which the medium will be
busy. That is, the length of DATA part of a node’s sneaking transmission
is essentially decided based on its current NAV length and the data
transmission for sneaking ACK. Notice that the sneaking procedure may
result in fragmentation and reassembly of the packet at the MAC layer.
However, since fragmentation has been extensively employed in the
context of IEEE 802.11 with little overhead [Ebert 2000, Lettieri 1998],
this is believed not to be an issue.

Finally, note in Figure 4.27 that the sneaking source employs a
backoff mechanism called sneaking backoff. Before any sneaking node
tries to sneak the medium, it has to backoff for a random duration
between {20, 20xN] us, where N is an estimate of the average number of
neighbors a node has, and is dynamically obtained through the routing
protocol [Johnson2001, Li2002]. The sneaking backoff is a multiple of
20 ps as this 15 usuvally the time required for a node to sense the medium
activity [Jung 2002]. This is implemented in SRM to provide for the case
where multiple nearby nodes try to sneak the medium simultaneously,
hence causing collisions. This way, a node can interrupt its sneaking
transmission if it detects the medium has become busy and returns to
regular [EEE 802.11. Sneaking may be tried again in the next DT only.

4.6.3 QoS Provisioning

Several MAC schemes aimed at providing QoS guarantees have been
proposed for wireless networks. However, these MAC protocols, in
general, rely on a centralized control which is only viable for single hop
wireless networks. In multi-hop wireless networks, a fully distributed
scheme is needed. The discussion here applies to provisioning of QoS
over the original IEEE 802.11 MAC, and not the IEEE 802.11e standard
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presented earlier which has been designed from scratch for QoS support.
Many QoS sensitive applications will eventually need to run over the
original [EEE 802.11 MAC, hence demanding some sort of QoS support.
Therefore, in this section we look at proposals for QoS provisioning over
multi-hop ad hoc networks.

4.6.3.1 An Extension to the IEEE 802.11 DCF

IEEE 802.11 DCF is a good example of a best-effort type MAC
protocol. It has no notion of service differentiation and no support for
real time traffic. A scheme to extend the IEEE 802.11 DCF is proposed
in [Veres2001] with the ability to support at least two service classes:
premium service (i.e., high priority) and best-effort. Traffic of premium
service class is given lower values for congestion window than those of
best-effort traffic. If packets of both types collide, the packet with
smaller congestion window value is more likely to access the medium
carlier.

4.6.3.2 The Black Burst Contention Scheme

The Black Burst (BB) contention scheme {Sobrinho1999] avoids
packet collision in a very distinctive way, while at the same time solving
the packet starvation problem. Packets from two or more flows of the
same service class are scheduled in a distributed manner with fairness
guarantees. Nodes contend for the medium after it has been idle for a
period longer than the interframe space. Nodes with best-effort traffic
and nodes with real-time traffic use different interframe space values to
provide higher priority. The BB scheme can be added to any CSMA/CA
type of protocol in the following way. Right before sending their packets
when the medium remains idle long enough, real-time nodes first
contend for transmission by jamming the media with pulses of energy,
which a called BBs.

The novelty of this scheme is that each contending node is using a
BB with different length, where the length of each BB is an integral
number of black slots. The number of slots that forms a BB is an
increasing function of the contention delay experienced by the node,
measured from the instant when an attempt to access the channel has
been scheduled until the node starts the transmission of its BB.
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Following each BB transmission, a node senses the channel for an
observation interval. Since different nodes contend with BBs of different
length, each node can determine without ambiguity whether its BB is of
longest duration. Therefore, only the winner is produced after this
contention period who will then successfully transmits its real-time data.
BB contention ensures that real-time packets are transmitted without
collisions and with priority over best-effort packets.

4.6.3.3 The MACA/PR Protocol

The Multi-hop Access Collision Avoidance with Piggyback
Reservation (MACA/PR) protocol [Linl997] provides guaranteed
bandwidth support (via reservation) for real-time traffic. It establishes
real-time connections over a single hop only, however it works with QoS
routing algorithm and a fast reservation setup mechanism. The first data
packet in the real-time stream makes reservations along the path. A
RTS/CTS handshake is used on each link for this first packet in order to
make sure that it is transmitted successfully. Both RTS and CTS specify
how long the data packei will be. Any station near the sender which
hears the RTS will defer long enough so that the sender can receive the
returning CTS. Any node near the receiver which can hear the CTS wiil
avoid colliding with the following data packet. As we have mentioned
before, in MACA/PR the RTS/CTS handshake is employed only for the
first packet to setup reservations. Subsequent packets do not use
RTS/CTS.

When the sender transmits the data packet, it schedules the next
transmission time after the current data transmission and piggybacks the
reservation in the current data packet. Upon receiving the data packet
correctly, the intended receiver enters the reservaiion into its reservation
table and returns an ACK. The neighbors hearing the data packet can
learn about the next packet transmission time. Similarly, neighbors at the
receiver side which hear the ACK, avoid transmitting at the same time
when the receiver is scheduled to receive the next packet. Note that ACK
serves as renewing of reservation rather than for recovering from packet
loss. If fact, if the ACK is not received, the packet is not retransmitted.
Instead, if the sender consecutively fails to receive ACK for a certain
number of transmissions, it assumes that the link is not satisfying the
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bandwidth requirement and notifies the upper layer, i.e., the QoS routing
protocol. Hence, the “reservation ACK” serves as a “protector” for the
given time window, and also as a mechanism to inform the sender if
something is wrong with the link.

4.7 The HIPERLAN/2 Standard for Wireless LANs

While 802.11 is the standard defined by IEEE, the ETSI Broadband
Radio Access Networks (BRAN) has developed the HIPERLAN/2
standard [HIPERLAN/21999a] which also operates at 5 GHz frequency
band similarly to 802.11a. These two standards primarily differ in the
MAC layer [Anastasi1998, Nee1999], however some minor differences
are also present in the PHY layers. Here, we discuss the HIPERLAN/2
standard as a means of providing a foundation to wireless LAN
networking,

The HIPERLAN/2 radio network is defined in such a way that there
are core-independent PHY and data link control (DLC) layers as well as
a set of convergence layers (ClLs) for internetworking. The CLs include
Ethernet, ATM, and IEEE 1394 infrastructure [Khun-Jush1999], and
technical specifications for HIPERLAN/2—third generation (3G)
internetworking have also been completed. Basically, the network
topology of HIPERLAN/2 is the same as in 802.11 (see Figure 4.5}.
Therefore, following the same approach adopted for §02.11, we first
discuss the PHY layer characteristics of HIPERLAN/2 and then move on
to its MAC layer details. Since we now have an understanding of 802.11,
we follow an approach where we discuss HIPERLAN/2 continuously
comparing their properties with that of 802,11.

4.7.1 Physical Layer

The PHY layers of both 802.11a and HIPERLAN/2 are very similar
and are based on the use of OFDM. As we already know, OFDM is used
to combat frequency selective fading and to randomize the burst errors
caused by a wideband fading channel. The PHY layer modes (similar to
Table 4.2) with different coding and modulation schemes are selected by
a link adaptation scheme [Khun-Jush1999]. The exact mechanism of this
process is not specified in the standards. Data for transmission is
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supplied to the PHY layer in the form of an input PDU train or PPDU
frame. This is then input to a scrambler that prevents long runs of 1s and
Os in the input data being sent to the remainder of the modulation
process. Although both 802.11a and HIPERLAN/2 scramble the data
with a length 127 pseudorandom sequence, the initialization of the
scrambler is different.

The scrambled data is input to a convolution encoder. The encoder
consists of a 1/2 rate mother code and subsequent puncturing. The
puncturing schemes facilitate the use of code rates 1/2, 3/4, 9/16
(HIPERLAN/2 only), and 2/3 (802.11a only). In the case of 16-QAM,
HIPERLAN/2 uses rate 9/16 instead of rate 1/2 in order to ensure an
integer number of OFDM symbols per PDU train. The rate 2/3 is used
only for the case of 64-QAM in 802.11a. Note that there is no equivalent
mode for HIPERLAN/2. HIPERLAN/2 also uses additional puncturing
in order to keep an integer number of OFDM symbols with 54-byte
PDUs. The coded data is interleaved in order to prevent error bursts from
being input to the convolution decoding process in the receiver. The
interleaved data is subsequently mapped to data symbols according to
either a BPSK, QPSK, 16-QAM, or 64-QAM constellation. OFDM
modulation is implemented by means of an inverse fast Fourier transform
(FFT). A total of 48 data symbols and 4 pilots are transmitted in parallel
in the form of one OFDM symbol.

In order to prevent ISI and intercarrier interference (ICI) due to delay
spread, a guard interval is implemented by means of a cyclic extension.
Thus, each OFDM symbol is preceded by a periodic extension of the
symbol itself. The total OFDM symbol duration is T, = T, + T, where
T, represents the guard interval and T the useful OFDM symbol duration.
When the guard interval is longer than the excess delay of the radio
channel, ISI is eliminated. The OFDM receiver basicaily performs the
reverse operations of the transmitter. However, the receiver is also
required to undertake AGC {(Automatic Gain Control), time and
frequency synchronization, and channel estimation. Training sequences
are provided in the preamble for the specific purpose of supporting these
functions. Two OFDM symbols are provided in the preamble in order to
support the channel estimation process. A prior knowledge of the
transmitted preamble signal facilitates the generation of a vector defining
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the channel estimate, commonly referred to as the channel state
information (CSI).

The channel estimation preamble is formed such that the two
symbols effectively provide a single guard interval of length 1.6 ms. This
format makes it particularly robust to IS1. By averaging over two OFDM
symbols, the distorting effects of noise on the channel estimation process
can also be reduced. HIPERLAN/2 and 802.11a use different training
sequences in the preamble. The training symbols used for channel
estimation are the same, but the sequences provided for time and
frequency synchronization are different. Decoding of the convolution
code is typically implemented by means of a Viterbi decoder.

4.7.2 MAC Layer

As it should be clear by now, the main differences between the [EEE
802.11 and HIPERLAN/2 standards occur at the MAC layer. In
HIPERLAN/2, medium access is based on a TDMA/TDD approach
using a MAC frame with a period of 2ms [HIPERLAN/21999b]. This
frame comprises of uplink (to the AP), downlink (from the AP), and
direct link (DiL, directly between two stations) phases. These phases are
scheduled centrally by the AP, which informs stations at which point in
time in the MAC frame they are allowed to transmit their data. Time
slots are allocated dynamically depending on the need for transmission
resources. The HIPERLAN/2 MAC is designed to provide QoS support,
essential to many multimedia and real-time applications.

On the other hand, TEEE 802.11a vses the distributed CSMA/CA
MAC protocol that makes IEEE 802.11a more suitable for ad hoc
networking and non-real-time applications, Another significant
difference between the two standards is the length of the packets
employed. HIPERLAN/2 employs fixed length packets, while 802.11a
supports variable length packets. Figure 4.28 compares the building
blocks employed in HIPERLAN/2 (left) and 802.11a (right).

The HIPERLAN/2 MAC frame structure (Figure 4.28(a)) comprises
time slots for broadcast control (BCH), frame control (FCH), access
feedback control (ACH), and data transmission in downlink (DL), uplink
(UL), and direct link (DiL) phases, which are allocated dynamically
depending on the need for transmission resources. A station first has to
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request capacity from the AP in order to send data. This is performed in
the random access channel {(RCH), where contention for the same time
slot is allowed.

DL, UL, and DiL. phases consist of two types of PDUs: long and
short. The long PDUs (illustrated in Figure 4.28(b)) have a size of 54
bytes and contain control or user data. The payload comprises of 48
bytes, and the remaining bytes are used for the PDU type, a sequence
number (SN), and cyclic redundancy check (CRC-24). Long PDUs are
referred to as the long transport channel (LCH). Short PDUs contain only
control data and have a size of 9 bytes. It may contain resource requests,
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Figure 4.28 - MAC structures for HIPERILAN/2 and 802.11a

automatic repeat request (ARQ) messages, and are referred to as the
short transport channel (SCH). Traffic from multiple connections to/from
one station can be multiplexed onto one PDU train, which contains long
and short PDUs. A physical burst is composed of the PDU train payload
preceded by a preamble, and is the unit to be transmitted via the PHY
layer (HIPERLAN/21999a]).
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4.8 Conclusions and Future Directions

The low cost of wireless LANs has led to a tremendous growth of its
worldwide use. Nowadays, we can find wireless LANs networks in
nearly all enterprise environments, in many homes, hotspots, airport
lounges, among others. In the near future, the use of wireless LANs will
be as common as it is the use of cell phones nowadays. In homes, having
a wireless LAN will be as natural as having a microwave, a coffee
machine, a rice cooker, and so on. Wireless LANs are finding new
applications in homes and enterprises. Today, there is a high demand for
the efficient support of multimedia applications over wireless LANs.
Needless to say that security is also a major concern. Qbviously, these
are just a few examples of some of the issues that have to be handled.
With the advent of multiple-input multiple-output (MIMO) systems
(discussed in Chapter 7), a new revolution is expected in the wireless
LAN arena. As we saw earlier in this chapter, the IEEE is indeed
addressing some of these aspects while the problem space is much larger.
The efficient utilization of the scarce radio resource is also an existing
concern which needs more investigation, and cognitive and spectrum
agile radios are attempts to address this issue. Finally, integration of
wireless LANs into the future integrated next generation heterogeneous
networks beyond 3G is also a very hot topic.

Now that we have covered wireless LANS, it is now time to move to
an area which is experiencing a tremendous growih in interest and
applications, namely, wireless PANs. In the next chapter, we investigate
wireless PANs and their enabling technologies in detail.

Homework Questions/Simulation Projects

Q. 1. A University building has a number of access points (APs) uniformly distributed in
2-D space and are to be accessed by students using laptops. The coverage range of each
AP is 40 m. A group of 10-students need to work concurrently on different parts of a
group project and they decided to exchange information using wireless access to APs,
But, they found that, in spite of all the efforts, some areas in the bwilding remain
wncovered, The students decided to use dual-port radios and connect laptops in uncovered
areas using an extension of Zigbee-based ad hoc network to a laptop connected to AP.
The Zigbee devices have a range of 8 m and the students are equally distributed in ap
area of 120m x 120m.
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a. How many students access a single AP concumrently?

b. Assuming each student is moving at a speed of 2 Km per hour, what is the
probability that a student will have a handoff from one AP to another?

c.  To access any member of ad hoc network, a routing table needs to be formed at each
AP. What will be the size of such a routing table?

d. If the laptop of an ad hoc network serving as a gateway to an AP is also mobile,
what will be the impact on the performance?

e. If different devices have different mobility, how frequently do you need to update
the routing table at each AP?

Assume any relevant parameters. Validate your analytical results with appropriate
simulation.

Q. 2. Consider two nodes connected by an IEEE 802.11b 11 Mbps wireless link,
Assuming wser payloads of 200, 600, and 1500 bytes, calculate the maximum user
throughput over this wireless link. Assume that that the wireless link is collision and
error-free, and that RTS/CTS control frames are not employed.

IEEE 802.)1b parameters are as follows: PLCP preamble and header is 24 bytes,
MAC/LLC header and trailer (FCS) length is 42 bytes, ACK frame is 14 bytes, SIFS is
[0ps, DIFS is 50ps and average backoff time between iransmissions is 310ps (on
average, Minimum Contention Window time/2). Assume that PLCP and control packets
are always transmitted at the basic rate of 1Mbps.

Requires solving discrete Markev chain model. (Hint: Look at the work done by G.
Bianchi, * Performance Analysis of the IEEE 802.11 Distributed Coordination Function,”
[EEE JSAC Vol. 18, No. 3, March 2000)

Q. 3. Design a problem based on any of the material covered in this chapter (or in
references contatned therein} and solves it diligently.
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Chapter 5

Wireless PANs

5.1 Introduction

Introduction of Wireless PANs (WPANs) has caused the latest
revolution in the area of wireless technologies. WPANSs are short to very
short-range (from a couple centimeters to a couple of meters) wireless
networks that can be used to exchange information between devices
within the reach of an individual. WPANs can be used to replace cables
between computers and their peripherals; to share multimedia content
amongst devices; to build an infrastructure for sensor networking
applications; or to establish various location aware services. The best
example representing WPANs is the industry standard Bluetooth
{Agrawal2002, Bluetoothwww, Cordeiro2002a], which these days can be
found in many consumer electronics such as cell phones, PDAs, wireless
headsets, and wireless keyboards. The IEEE 802 has also established the
IEEE 802.15 WG for WPANs [IEEE-802.15www], which standardizes
protocols and interfaces for WPANSs. Altogether, the IEEE 802.15 family
of standards is formed of five Task Groups (TGs) and is described later
in this chapter. Other less popular examples of WPAN technologies
include Spike [Spikewww], I'DA [IrDAwww], and in the broad sense
HomeRF [Negus2000].

A key feasibility issue of WPANSs is the inter-working of wireless
technologies to create heterogeneous wireless environment. For instance,
WPANs and WLANs will enable an extension of the 3G cellular
networks (i.¢., UMTS and cdma2000} into devices without direct cellular
access. Moreover, devices interconnected in a WPAN may be able to
utilize a combination of 3G access and WLAN access by selecting the
access that is best at a given time. In such networks, 3G, WLAN and
WPAN (and many other) technologies do not compete, but complement
each other by enabling a user to select the best connectivity for his/her
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purpose. Figure 5.1 shows the operating space of the various IEEE 802
WLAN and WPAN standards and other activities still in progress (for a
broader comparison perspective of the various IEEE 802 technologies,
please refer to Figure 1.3).

Given the importance within the WPAN operating space, availability
of devices and intensive research activities, we first present some of its
applications. We then introduce the Bluetooth WPAN technology and
provide an overview of its standard as defined by the Bluetooth Special
Interest Group (SIG). The IEEE 802.15 family of protocols is discussed
next, followed by a thorough comparison of the various WPAN
technologies.

DO~ ~TIcEa

* Standardization process in progresy Data r:t—e
Figure 5.1 - The scope of various WILAN (802.11x%) and WPAN {802.15.x) standards

5.2 Why Wireless PANs

The concept of Personal Area Networks (PANs) was first
demonstrated by IBM researchers in 1996 that utilized human body to
exchange digital information. Engineers used picoamp currents through
the body at very low frequencies of around 1 MHz. The low power and
frequencies prevented eavesdropping and interference to neighboring
PANS, and the system enabled two researchers to electronically exchange
a business card with a handshake [Zimmerman1996j.

IBM engineers created a way to communicate between body-borne
appliances by using the human body as a channel. The only limitation
was that some form of human contact between devices is required which



Chapter 5: Wireless PANs 229

may not always be desirable or possible. To get around this problem of
human coniact, other alternatives such as infrared (IR} or far-field {radio)
communications have been considered. Using wireless methods such as
IR or radio frequency (RF) for PANs is known as WPAN. WPAN
devices are typically smaller, operate on battery power, and are either
worn on a human body or carried personally.

The main design goal of WPANSs is to allow devices that are in close
proximity to communicate and exchange information with each other,
either stationary or moving. WPAN should allow devices to create or
provide data/voice access points, personal ad hoc connectivity and be a
replacement for having connecting cables. The operating range for these
devices is within a personal operating space (POS) of up to 10 meters in
all directions, and envelops a stationary or a mobile person [IEEE802.15-
FAQ2000www]. The concept of a POS can also be extended to devices
that are not attached to a person, like peripherals such as printers,
scanners, digital cameras, etc. WPAN devices could also be more
mundane such as microwave ovens, TVs or YCRs.

Currently, amongst many aspects being investigated, the four
research areas receiving significant attention in WPANs include:
standards, interference issues, networking middleware and new
applications enabled by WPANs. The WPAN systems are expected to
provide secure modes of operation, allowing groups of personal devices
to interconnect while excluding connectivity to other non-essentials.
They should not affect the primary function, the form factor and power
consumption of the devices in which they are embedded. As WPANSs use
the license-free radio frequencies (e.g., ISM band), they have to coexist
with other RF technologies that make use of these frequencies. A WPAN
is functionally similar to a WLAN, while differs in terms of power
consumption, coverage range, data rate and the cost.

5.3 The Bluetooth Technology

Bluetooth (or simply BT) has been a topic of considerable buzz in
the telecommunications industry for the past few years. Bluetooth is
named after a 10®-century Viking king known for his success in uniting
Denmark and Norway during his rule around 960 AD. Just as King
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Harald Bluetooth is known for unmiting different people, today’s
Bluetooth-enabled devices promise to unite different digital devices.
Nowadays, the Bluetooth technology is the most prominent example of a
WPAN.

Bluetooth is a low cost and short-range radio communication
standard that was introduced as an idea in Ericsson Laboratories
[Ericssonwww] back in 1994. Engineers envisioned a need for a wireless
transmission technology that would be cheap, robust, flexible, and
consume low power. The basic idea of cable replacement with
possibilities of extension was picked-up quickly and over 2500
companies joined the Bluetooth SIG [Bluetocothwww]. Bluetooth was
also chosen to serve as the baseline of the IEEE 802.15.1 standard for
WPANS, which can support both synchronous traffic such as voice, and
asynchronous data communication.

5.3.1 History and Applications

In the context of WPANS, the Bluetooth technology came to light in
May 1998 and since then the Bluetooth SIG has steered the development
of Bluetooth, including both protocois and applications scenarios. The
Bluetooth SIG is an industry group consisting of leaders in the
telecommunications and computing industries such as 3Com, Ericsson,
IBM, Intel, Microsoft, Motorola, Nokia and Toshiba, and many more
adopter companies. Bluetooth wireless technology has become a de facto
standard, as well as a specification for small-form factor, low-cost, short-
range radio links between mobile PCs, mobile phones and other portable
devices. The goal of Bluetooth is to enable users to easily connect a wide
range of computing and telecommunications devices, without a need to
connect cables. It enables rapid ad hoc connections between devices.
Because Bluetooth can be used for a variety of areas, it will also
potentially replace multiple cable connections via a single radio link. The
applications enabled by WPANs are innumerable, and hence by
Bluetooth. The Bluetooth SIG suggests five applications that provide
a good illustration of the capabilities of the standard [BluetoothSpec]: a
three-in-one phone, an Internet bridge, an interactive conference, a
headset, and an automatic synchronizer.
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The three-in-one phone is a phone that can operate over a fixed-line
phone when within the home, a mobile phone when outside the home, or
as a walkie-talkie with another Bluetooth-enabled device when within its
range. The Internet bridge example allows a mobile computer to interact
with another internet connected device within Bluetooth range. The
interactive conference example allows the sharing of documents among
several computers during a live conference. A Bluetooth-enabled headset
can connect to any Bluetooth-enabled device that requires voice input or
can provide sound, such as a wireline phone, mobile phone, or a music
player. An automatic synchronizer is an application that allows multiple
devices, such as desktop computers, laptops, PDAs, and/or mobile
phones to synchronize with each other such that appointments and
contact information available in the different devices matches.

Below we illustrate some other application areas where Bluetooth
networks could be explored.

¢ Consumer — Wireless PC peripherals, smart house wireless PC
peripherals, smart house integration, etc.,
Games — Controllers, virtual reality etc.;
Professional — Pagers, PDAs, cell phones, desktops, automobiles,
etc.;

¢ Services — Shipping, travel, hotels, etc.;

¢ Industry — Delivery (e.g., scanners, printers), assembly lines,
inspections, inventory control, etc.;
Sports training — Health sensors, monitors, motion tracking, etc.;
Military — Combat and maintenance.

Bluetooth has a tremendous potential in moving and synchronizing
information in a localized setting. Potential for Bluetooth applications is
enormous, because we do business transactions and communicate more
frequently with the people who are close by as compared to those who
are far away - a natural phenomenon of human interaction.

5.3.2 Technical Overview

The Bluetooth Specification (version 1.1) describes radio devices
designed to operate over very short ranges — on the order of 10 meters —
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or optionally a medium range (100 meters) radio link capable of voice or
data transmission to a maximum capacity of 720 kbps per channel (with
a nominal throughput of 1 Mbps). The original intent of these links was
to replace the use of cables between information devices. The goals of
the specification were to describe a device that is simple and robust,
consumes little power, and particularly emphasizing it to be very
inexpensive to produce.

Radio frequency operation is in the unlicensed ISM band at 2.4 to
2.48 GHz, using a frequency hopping spread spectrum (FHSS), full-
duplex signal at up to 1600 hops/seconds. The signal hops among 79
frequencies at 1 MHz intervals to try to give a high degree of
interference immunity from other external resources. This is crucial due
to the number of electronic products sharing this frequency range.
However, even these measures have not been sufficient to keep
Bluetooth from suffering of both external interference and interference
generated by its own devices [Cordeiro2003a). In Bluetooth, RF output is
specified as 0 dBm (1 mW) in the 10m range version and -30 to +20
dBm (100 mW) in the longer range version. The Bluetooth specifications
are divided into two parts:

¢ The Core — This portion specifies components such as the radio, base
band (medium access), link manager, service discovery protocol,
transport layer, and interoperability with different communication
protocols.

s The Profile — The Profile portion specifies the protocols and
procedures required for different types of Bluetooth applications.

The Bluetooth specification covers details of the physical and data
layers of the communication link. It should be noted that the strict
partitioning of the different layers of the typical protocol stack defined
by the Open System Interconnection (OSI) model [Tanenbaum1996] is
losing its significance in wireless implementations [Cordeiro2002b]. It is
sometimes in the best interest of an application to be aware of the current
condition of the physical layer interface, thereby making the partitioning
somewhat fuzzy.
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5.3.2.1 Ad Hoc Networking

Whenever a pair or small group of Bluetooth devices come within
radio range of each other, they can form an ad hoc network without
requiring any infrastructure. Devices are added or removed from the
network dynamically. Thus, they can connect to or disconnect from an
existing network at will and without interruption to the other participants.
In Bluetooth, the device taking the initiative to start communication to
another device assumes the role of a master, while the recipient becomes
a slave.

Figure 5.2 — A Bluetooth Pico net

5.3.2.1.1 The Pico Net

The basic architectural unit of a Bluetooth is a Pico net, composed of
one master device and up to seven active slave devices, which can
communicate with each other only through their master. Figure 5.2 gives
an example of a Pico net. All the nodes in a Pico net share the same
frequency hopping sequence using a slotted time division duplex (TDD)
scheme with the maximum bandwidth of | Mbps. The Pico net in
Bluetooth is centered on the master device. The master device of a Pico
net controls a single channel and all the slave devices belonging to the
same Pico net operate in this channel. To become a master, a device
requests a connection with another device: if the paged device accepts
the link, the calling device becomes a master for that link and the



234 AD HOC & SENSOR NETWORKS

responding device becomes a slave. Every Bluetooth device is exactly
the same except for a 48-bit device identifier (BD_ADDR). Since all the
traffic in Bluetooth has to go through the master device, it has full
control over the communication within its own Pico net. According to
stringent TDD schemes, a slave device is allowed to transmit in a slot
only under the following three conditions:

e When the master has polled the slave, asking if it wants to send a
message, as in the case of Asynchronous Connectionless (ACL) link
(to be defined in the next sections);
When a master sends a broadcast packet in the preceding slot; and
The slave already has a reservation for that slot, as in the case of
Synchronous Connection Oriented (SCO) links (to be defined in the
next sections).

Besides the active slaves, additional devices can be connected to a
Pico net in a parked state in which they listen but do not participate.
When they want to participate, they are swapped in and one of the active
devices is swapped out. With this method, up to 255 devices can be
virtually connected to the Pico net. If the acting master leaves the Pico
net, one of the slaves assumes its role. During Pico net formation, the
master allocates an active member address (am_address) to all the
devices, and uses these addresses for communication over the piconet,
Also, each piconet uses a different Frequency Hopping Sequence (FHS)
in order to reduce inferference with other nearby piconets, i.€., reduce the
inter-piconet interference.

5.3.2.1.2 The Scatternet

To increase the number of devices in the network, a scatterner
architecture consisting of several piconets has been proposed and is
shown in Figure 5.3, which depicts a scatternet comprised of three
piconets. Since scatternets span more than a single piconet, therefore a
few nodes act as bridges (e.g., B12, B13, B23 of Figure 5.3) responsible
for relaying packets across piconet boundaries. In this configuration,
each piconet is identified by its individual FHS. A bridge device usually
participates in more than one piconet, but can only be active in one at a
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Piconet 3

Figure 5.3 — A Bluetooth scatternet

time. A device can be a slave in several piconets but act as master in only
one. Given that different piconets may have different FHS, the bridge
device selects the required master identity during communication
between piconets in order to synchronize with the FHS of the
corresponding piconet.

5.3.2.2 Voice and Data Transmission

The Bluetooth specification defines two different types of links for
data and voice applications. They are:

® Synchronous Connection Oriented (SCO) link;
®  Asynchronous Connectionless (ACL) link.

In the following subsections, we discuss each of these two links.

5.3.2.2.1 Synchronous Connection Oriented (SCO)

The SCO link is a symmetric, point-to-point link between the master
and one slave. Usually, the SCO link is used for audio applications with
strict Quality of Service (QoS) requirements. Given its QoS demands, a
piconet master reserves slots for SCO links so that it can be treated as a
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circuit switched link. There is no re-transmission of SCO packets (to be
soon defined) while they are transmitted at predefined regular intervals
(hereafter referred to as Tsco). Each voice channel supports a 64 Kbps
synchronous (voice) simplex (i.e., between the master and a slave)
channel.

Considering its nominal 1 Mbps piconet bandwidth and the 64 Kbps
requirernent for a SCO connection, it will be clear later that a Bluetooth
piconet can support up to three simplex SCO links {when using HV3
packets) so as to meet the required QoS needs. This can be easily
concluded based on the numbers given in Table 5.1,

5.3.2.2.2 Asynchronous Connectionless (ACL)

The ACL link is treated as a packet switched, point to point and
point to multipoint data traffic link. The master maintains one ACL link
with each active slave over which upper layer connection can be
established and re-transmission is employed only when it is necessary to
ensure the data integrity. In addition to ACL and SCO packets, the

Table 5.1 — Bluetooth packet types

Type | User Payload | FEC | Symmetric | Asymmetric
(bytes) (Kbps) (Kbps)
DMI1 0-17 Yes 108.0 108.8 | 108.8
DHI1 0-27 No 172.8 172.8 | 172.8
DM3 0-121 Yes 256.0 384.0 | 54.4
DH3 0-183 No 384.0 5760 | 864
DMS5 0-224 Yes 286.7 477.8 | 36.3
DHS5 0-339 No 432.6 7210 | 576
HVI 0-10 Yes 64.0 - -
Hv2 0-20 Yes 128.0 - -
HV3 0-30 No 192.0 - -

master and the slave exchange short POLL and NULL packets. POLL
messages are sent by the master and require an acknowledgment (ACK),
while NULL messages can be sent either by the master or the slave and
do not require any ACK.
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5.3.2.3 Bluetooth Packets

Bluetooth defines a set of types of packets, and information can
travel in these packet types only. Bluetooth allows the use of 1, 3 and 5
slot packets as depicted in Figure 54. A TDD scheme divides the
channel into 625 psec slots at a 1 Mb/s symbol rate. As a result, at most
625 bits can be transmitted in a single slot. However, to change the
Bluetooth device from transmit state to receive state and tune fo the next
frequency hop, a 259 psec turn around time is kept at the end of the last
slot, This results in reduction of effective bandwidth available for data
transfer. Table 5.1 summarizes the available packet types and their
characteristics. Bluetooth employs HVx (High-quality Voice) packets for
SCO transmissions and DMx (Data Medium-rate) or DHx (Data High-
rate) packets for ACL data transmissions, where x = 1, 3 or 5. In case of
DMzx and DHx, x represents the number of slots a packet occupies as
shown in Figure 5.4, while in the case of HVX, it represents the level of
Forward Error Correction (FEC).

H25usec
—

1-slot packet
3-slot packet

S-slot packet

Figure 5.4 — Packet transmission in Bluetooth

5.3.2.4 Connection Set Up

Connection setup in Bluetooth is as shown in Figure 5.5. First, each
node discovers its neighborhood. This process is called inguiry. The
execution of the inquiry procedure is not mandatory. It can be done when
a node wants to refresh the information about its neighborhood. For two
devices to discover each other, while one of them is in INQUIRY state
the other has to be in INQUIRY SCAN. The node in INQUIRY SCAN
responds to the INQUIRY of the other node. This way the node in
INQUIRY state notices the presence of the node in INQUIRY SCAN.
When the devices want to build up a connection, they begin the page
procedure. Similar to the inquiry phase, there are two states: PAGE and
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PAGE SCAN. When one of the nodes wants to build up a connection to
the other node, it enters in the PAGE state. When the other node enters
PAGE SCAN state, the connection setup is concluded.

Figure 5.5 - Connection establishment in Bluetooth

5.3.3 The Bluetooth Specifications

The Bluetooth Specifications include the definitions of the Protocol
Siack core functionality and the usage Profiles for different applications.
In the following, we provide a brief overview of the standard.

5.3.3.1 Bluetooth Protocol Stack

Figure 5.6 shows the layered structure of the Bluetooth protocol
stack. The stack defines all layers unique to the Bluetooth technology.
Bluetooth core Specifications only define the Physical and the Data Link
layers of the OSI Protocol Stack. The application layer shown in Figure
5.6 actually includes all the upper layers (IP, Transport, Application)
sitting on the RFCOMM and the SDP. These layers are not themselves
part of the stack and this host stack are handled in software. They
communicate with lower layers via the Host Controller. The lower layers
(RF, Baseband and LMP) are built in hardware modules.

5.3.3.1.1 The Radio

The radio layer, which resides below the Baseband layer, defines the
technical characteristics of the Bluetooth radios. It is the lowest layer in
Bluetooth protocol stack and it defines the requirements of Bluetooth
transceivers operating in unlicensed ISM band. Currently, many other
wireless devices operate in this band and, as covered in later chapters,
this creates interference. Bluetooth mitigates this effect using FHSS. It
also uses FEC to reduce the impact of noise on long distance links. It has
a nominal range of 10 meters at a 0dBm (1 mW) power setting which can
be extended up to 100 meters on a 20 dBm (100 mW) power setting. It
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uses a Binary Frequency Shift Keying (BFSK) modulation technique
which represents a binary 1 as a negative frequency deviation.

Bluetooth Applications

SDP RFCOMM
COrthers 1

SOFTWARE Logical Link Control and H
Adaptation Protocel (L2CAPY

Host Conteoller and
Interface Driver

Operating System |

BT DEVICE HOST - BT DEVICE BOUNDARY

FIRMWARE Link Manager Protocol
(LMF)

HARDWARE

Link Controller (LC)

Bluetooth PHY
HARDWARE { Baseband and RF

Figure 5.6 — The Bluetooth protocol stack

5.3.3.1.2 The Baseband

The baseband defines the key procedures that enable devices to
communicate with each other. In other words, the baseband layer
incorporates the MAC procedures of Bluetooth. It defines how piconets
are created, and also determines the packet formats, physical-logical
channels and different methods for transferring voice and data. It
provides link set-up and control routines for the layers above.
Additonally, the baseband layer provides lower level encryption
mechanisms to provide security to links.

5.3.3.1.3 The Link Manager Protocol

The Link Manager Protocol (LMP) is a transaction protocol between
two link management entities in different Bluetooth devices. LMP
messages are used for link setup, link control/configuration and the
security aspects like authentication, link-key management and data
encryption. It also provides a mechanism for measuring the QoS and the
Received Signal Strength Indication (RSSI). The link manager provides
the functionality to attach/detach slaves, switch roles between a master
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and a slave, and establish ACL/SCO links. Finally, it handles the low
power modes hold, sniff and park, designed to save power when the
device has no data to send.

5.3.3.1.4 Host Controller Interface

The Host Controller Interface (HCI) provides a uniform command
interface to the baseband and the LMP layers, and also to the H/W status
and the control registers (i.e., it gives higher-level protocols the
possibility to access lower layers). The transparency allows the HCI to be
independent of the physical link between the module and the host. The
host application uses the HCI interface to send command packets to the
Link Manager, such as setting up a connection or starting an inquiry. The
HCT itself resides in firmware on the Bluetooth hardware module. It
implements the commands for accessing the baseband, the LMP and the
hardware registers, as well as for sending messages upward to the host.

5.3.3.1.5 The Logical Link Control and Adaptation Protocol

The Logical Link Control and Adaptation Protocol (L2CAP) layer
shields the specifics of the lower layers and provides a packet interface to
higher layers. At L2ZCAP level, the concepts of master and siave devices
does not exist anymore as it provides a common base for data
communication. The L2CAP layer supports the higher level protocol
multiplexing, packet segmentation and reassembly and QoS
maintenance.

5.3.3.1.6 The RFCOMM

RFCOMM is a simple transport protocol that provides serial port
emulation over the L2CAFP protocol, and is intended for cable
replacement. It is used in applications that would otherwise use the serial
ports of the device.

5.3.3.1.7 The Service Discovery Protocol

The Service Discovery Protocol (SDP) is defined to provide
Bluetooth entities with methods of finding what services are available
from each other. The protocol should be able to determine the properties
of any future or present service, of an arbitrary complexity in any
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operating environment. This is a very important part of Bluetooth
technology since the range of services available is expected to grow
rapidly as developers bring out new products.

5.3.3.2 The Bluetooth Profiles

A profile is defined as a combination of protocols and procedures
that are used by devices to implement specific services as described in
the Bluetooth usage models. For example, the “headset” profile uses AT
Commands and the RFCOMM protocol and is one of the profiles used in
the “Ulumate Headset” usage model. Profiles are used to maintain
interoperability between devices (i.e., all devices conforming to a
specific profile will be interoperable), which is one of the Bluetooth’s
primary goals.

Bluetooth has so far specified four general profiles. These are the
generic access profile, the serial port profile, the service discovery
application profile, and the generic object exchange profile. The number
of Profiles will continue to grow as new applications come about.

5.3.4 Piconet Synchronization and Bluetooth Clocks

Every Bluetooth unit has an internal clock called the native clock
(CLKN) and a Bluetooth clock is derived from this free running native
clock. For synchronization with other units, offsets are added to the
native clock to obtain temporary Bluetooth clocks (CLK), which are
mutually synchronized. When a piconet is established, the master’s
native clock is communicated to all its slaves to generate the offset valve.
The Master keeps an exact interval of M*625usec (where M is an even,
positive integer greater than ) between consecutive transmissions, The
slave’s Rx timing is adjusted with any packet sent in the master-to-slave
slot, whereas the slave’s Tx timing is adjusted based on the most recent
slave Rx timing. As shown in Figure 5.7, every unit participating in a
piconet uses the derived clock (CLK), for all timing and scheduling
activities in the piconet. For a master, the offset is zero; hence CLK and
CLKN are identical.
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5.3.5 Master-Slave Switch

The current Bluetooth specification provides means for a Master-
Slave role switch (from now on referred to simply as M/S switch).

CLKN{master) -+ * CLK
Zero(0)

CLKN(slave) - 4 = CLK
Offset

Figure 5.7 — CLK derivation in Bluetooth
This procedure is desirable on occasions such as:

¢  When a unit paging the master of an existing piconet wants to join
this piconet;

¢ When a slave in the existing piconet wants to set up a new piconet
involving itself, a master, and the current master as a slave;

¢  When a slave wants to fully take over an existing piconet as a new
master.

M/S switching is satisfied in three steps, namely TDD Switch,
Piconet Switch for the previous master, and Piconet Switch for the
remaining slaves. Consider a scenario when the Master device (B) wants
to switch roles with a slave device (A). The details of messages
exchanged and their significance are given in Table 5.2. The time to
perform the TDD Switch is the average amount of time between the
instant the master decides to switch the Tx/Rx slot tll the Tx/Rx slot is
actually changed. It depends on the frequency with which the slave
involved in the role switch is polled. The average time taken in an M/S
switch ranges from 63 ms to 200 ms [BluetoothSpecwww]. Due to the
substantial delay for an M/S switch, there is a perceivable period of
silence for data or audio transmissions. What is required is a faster, delay
bounded, predictive role switching. Later in this chapter we introduce a
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technique, called Pseudo Role Switching, which allows improvements in
role switching.

5.3.6 Bluetooth Security

Security is an important issue in WPANS, especially for applications
envisioned for use in office buildings, where the information broadcasted

Table 5.2 ~ Steps in Master (B)/Slave (A) role switching

Step Iaster Direction Purpose
Type
LMP Bto A Request to Switch the Role (with Switch Instant)
p LMP AwB Role Switch Accepted (Along with Slot Offset
Information)
3 TOD Switch at Switch Instant (max(32, 2*T-
poil))
FHS AtwB It contains am_addr for B and FHS Sequence
1D BtoA Acknowledgment
¢ Poll AtsB Verify the Role Switch(with timer on)
Null Bto A Adknowledgment
LMP Atoothers | Slot difference between mew and old Piconet
Master
FHS Atoothers | am_addr (may be saroe) and FHS sequence
3 iD othersto A | Acknowledgment
Pold A o others | Verify the Role Switch
Null othersto A | Acknowledgment
LMP A to others | LMP connection Establishment
o LMP othersto A | Acknowledgment
L2CAP A wothers | L2CAP connevtion Establisheuent
7 L2CAP athers to A | Acknewledgment

can be sensitive. Bluetooth employs several layers of data encryption and
user authentication measures. Bluetooth devices use a combination of the
Personal Identification Number (PIN) and a Bluetooth address to identify
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other Bluetooth devices. Data encryption can be used to further enhance
the degree of Bluetooth security [MobileInfowww].

Bluetooth uses transmission scheme that provides a level of security
in itself. FHSS alleviates interference as the radio hops between the
channels at a fast speed of 1600 hops per second. This provides some
level of security on data transmission as it makes it harder to eavesdrop.
In addition, the low power iransmissions prevent the radio signals from
propagating too far. The information on a Bluetooth packet can be
protected by encryption. Only the packet payload is encrypted, and the
encryption 1s carried out with a stream cipher E0, which is synchronized
for each payload.

5.3.6.1 Security Architecture

Figure 5.8 presents a high level overview of the Bluetooth
architecture together with the security components. The security manager
stores information about the security of the services and the devices. It
decides on the acceptance of the access or disconnection and requires
authentication and encryption if needed. The security manager also
initiates setting up a trusted relationship and pairing, and handles the PIN
code from the user.

User Interface

Il 1

Application L

General Mgmt
Entity

Security - Service
Manager  [---  Database

- Device
== Database

HCI

— Query

Link ManagerfLink Controller

= «~-p Registration

Figure 5.8 — Bluetooth security architecture
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5.3.6.1.1 Security Levels

Bluetooth has several different security levels that can be defined for
devices and services. All the devices obtain a status whenever they
connect for the first time to some other device.

Device Trust Level

The devices can have two trust levels; trusted and wvnirusted. The
trusted level requires a fixed and trusted relationship and it has
unrestricted access to all the services as, the device has to be previously
authenticated. The untrusted device does not have fixed relationship and
its access to services is limited. A new device is labelled as unknown
device and it is always untrusted.

Security Modes

In Bluetooth Generic Access Profile, there are three different security

modes as follows:

¢ Security Mode 1: A device will not initiate any security procedure.
This is a non-secure mode;

¢  Security Mode 2: A device does not initiate security procedures
before channel establishment on L2CAP level. This mode allows
different and flexible access policies for applications, especially
when running with different security requirements in parallel. This is
a service level enforced security mode; '

»  Security Mode 3: A device initiates security procedures before the
link set-up on LPM level is completed. This is a link level enforced
security mode.

Security Level of Services

When the connection is set up, there are different levels of security
which the user can choose from. The security level of a service is defined
by three attributes:

¢ Authorization required: Access is only granted automatically to
trusted devices or untrusted devices after an authorization procedure;
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* Authentication required: Before connecting to the application, the
remote device must be authenticated;

* Encryption Required: The link must be changed to encrypted
mode, before access to the service is possible.

On the lowest level, the services can be set to be accessible o all
devices. Usually, there is a need for some restrictions so the user can set
the service and, hence, it needs authentication. When the highest level of
security is needed, the service can require both authorization and
authentication. At this level, a trusted device has access to the services,
but an untrusted device needs manual authorization,

5.3.6.1.2 Link Layer

In each device there are four entities used for security at the link

level:

¢  The public Bluetooth device address (BD_ADDR), which is a 48-bit
address that is unique for each Bluetooth device and is defined by the
IEEE;

¢ The private authentication key, which is a 128-bit random number
used for authentication purposes;

¢ The private encryption key, from 8 through 128 bits in length that is
used for encryption;

* A random number which is a frequently changing 128-bit random or
pseudo-random number that is generated by the Bluetooth device
itself.

BD_ADDR is used in the authentication process. When a challenge
is received, the device has to respond with its own challenge that is based
on the incoming challenge, its BD_ADDR and a link key shared with the
two devices. Other devices’ BD_ADDRs are stored in the device
database for further use.

5.3.6.2 Key Management

There are several types of keys in the Bluetooth system to ensure
secure transmission. The most important key is the link key, which is
used between two Bluetooth devices for authentication purposes. Using
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the link key, an encryption key is derived. This secures the data of the
packet and is regenerated for every new transmission.

5.3.6.2.1 Link Key

All security transactions between two or more parties are handled by
a 128-bit random number, called the link key. It is used in the
authentication process and as a parameter when deriving the encryption
key. The lifetime of a link key depends on whether it is a semi-
permanent or a temporary key. A semi-permanent key can be used after
the current session is over to authenticate Bluetooth units that share it. A
temporary key lasts only until the current session is terminated and it
cannot be reused. Temporary keys are commonly used in point-to-
multipoint connections, where the same information is transmitted to
several recipients. There are four link keys to cover different types of
applications,

The unit key, K4, is derived at the installation of the Bluetooth
device from a unit A. The combination key, Kag, is generated for each
new pair of Bluetooth devices. It is used when further security is needed.

The master key, Kyaster, 15 a temporary key used whenever the
master device wants o transmit information to more than one device at
once. The initialization key, Kpyr, 1S used in the initialization procedure.
This key protects initialization parameters, and is used when there are no
unit or combination keys. It is formed from a random number, an L-octet
PIN code, and the BD_ADDR of the claimant unit.

5.3.6.2.2 Encryption Key

The encryption key is generated from the current link key, a 96-bit
Ciphering Offset Number (COF) and a 128-bit random number. The
COF is based on the Authenticated Ciphering Offset (ACO), which is
generated during the authentication process and is discussed later on (see
Figure 5.9). When the Bluetooth Link Manager activates the encryption,
the encryption key is generated. It is automatically changed every time
the Bluetooth device enters the encryption mode. The purpose of
separating the authentication key and encryption key is to facilitate the
use of a shorter encryption key without weakening the strength of the
authentication procedure.
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5.3.6.2.3 PIN Code

The PIN is a number which can be either fixed or selected by the
user, and is employed to enhance the security of the system. The length
of the PIN code can vary between 1 and 16 octets. The regular 4-digit
code is sufficient for some applications, but enhanced security
requirements may need longer codes.

5.3.6.2.4 Key Generation and Initialization

The key exchange procedure takes place during the initialization
phase, which has to be carried out separately for each two units that want
to implement authentication and encryption. All initialization procedures
consists of the following five parts:

Generation of an initialization key;
Authentication;

Generation of link key;

Link key exchange;

Generation of encryption key in each device.

After this procedure, either the connection is established or it is tom
down.

5.3.6.3 Authentication

Authentication starts by issuing a challenge to another device which,
in turn, sends a response back which is based on the received challenge,
the recipient’s BD_ADDR and link key shared between the devices.
Once this procedure is successfully completed, authentication and
encryption may be carried out. Without knowing the PIN, one unit
cannot logon to another unit if authentication is activated. To make
matters easier, the PIN can be stored somewhere inside the unit (e.g.,
Memory, Hard Drive, etc.), so if a connection is to be established, the
user may not have to manually type in the PIN.

Bluetooth uses a challenge-response scheme in which a claimant’s
knowledge of a secret key is checked through a 2-move protocol using
symmeiric secret keys, and is depicted in Figure 5.9. As a side product,
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the ACO is computed and stored in both devices and is later used to
generate the date encryption key that will be employed between the pair
of devices. In Figure 5.9, unit A sends a random input, denoted by
AU_RAND, (a random number), with an authentication code, denoted
by El, to unit B. Unit B then calculates SRES as shown in Figure 5.10,

¥ exsfier (Unit A) Claimant (Unit B)
AU RANDg ——— ] AU RAHK
AU_RAND,,
BDRANDp— | E, :DJ E; le— BD RAN
Link Key - Link Key
SRES
; =
ACO ACO
SRES’ = SRES 7 SRES

Figure 5.9 — Challenge-response scheme in Bluetooth

and returns the result to unit A. Unit A will derive SRES’ (see Figure
5.10) and will authenticate Unit B if SRES and SRES’ are the same. El
consist of the tuple AU _RANDA and the Bluetooth device address
(BD_ADDR) of the claimant. On every authentication, a new
AU_RANDA is issued. Certain applications only require a one-way
authentication. However, in some peer - to - peer communications one

Vexifier Claimant
WUnit A) (Unit B)
RAND

—e| SRES = E(Key, ID_B, RAND)

SRES’ = E(Key, ID_B, RAND) SRES

Check: SRES’ = SRES

Figure 5.10 — Challenge-response for the symmetiic Key system

might prefer a mutual autheatication in which each unit is subsequently
the challenger (verifier) in two authentication procedures. The Link
Manager is responsible to coordinate the indicated authentication



250 AD HOC & SENSOR NETWORKS

preferences by the application to determine in which direction(s) the
authentication(s) has to take place.

5.3.6.4 Ad Hoc Aspects

There are some security aspects of Bluetooth that should be
considered in the light of ad hoc networking. In an ad hoc network
formed in a conference room, there are a couple of possibilities for
Bluetooth devices to secure the traffic. First of all, they can use the
combination keys to encrypt the traffic. This means that the master
device forms combination keys with every slave device in the network.
Then, the information from a slave is subsequently sent to all other
slaves by the master. Another way of forming a secure ad hoc network is
to use the master key concept. Here, all the devices in the network can
use the same key when encrypting the traffic and no separate relaying of
traffic is needed. This seems to be the limit of the ad hoc aspects of the
link level security mechanisms of Bluetooth. If a higher level of security
is needed, it must be done on the application level. For example, if any
key distribution center or distributed secret schemes are to be used,
Bluetooth does not support them directly.

5.3.6.5 Limitations

From the security point of view, Bluetooth has its limitations and
supported solutions are not totally satisfactory. First, the authentication
scheme only authenticates the device, not the user. If this feature is
needed, it has to be accomplished with the assistance of some application
level security mechanism. Second, Bluetooth does not define a separate
authorization for each service. This can be applied in the Bluetooth
architecture without changing the protocol stack, but changes in the
security manager and the registration processes would be necessary.

Presently, Bluetooth allows access control only at connection set up.
The access check can be asymmetric, but once a connection is
established, data flow is bi-directional in principle and there is no way to
enforce unidirectional traffic. In addition, there is no support for legacy
applications which do not make calls to the security manager. Instead, a
Bluetooth-aware adapter is required to make security related calls to the
Bluetooth security manager on behalf of these legacy applications.
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There is also a problem in the use of the PIN code in the
initialization process of two Bluetooth devices. It is necessary to enter
the PIN code twice every time you connect two devices, and this gets
annoying even with shorter codes. If there is an ad hoc network of
Bluetooth devices and every machine is to be initialized separately, it
could be unbearable. Moreover, it does not make upholding the security
very easy, The specification makes a suggestion to use application level
key agreement software with the longer (up to 16 octets) PIN codes. As a
result, the PIN code need not be entered physically to each device, but is
exchanged with, for example, Diffie-Hellman key agreement. The
generation of the initialization key may also be of some concern. The
strength of the initialization key is based purely on the used PIN code.
The initialization key generation algorithm derives the key from the PIN
code, the length of the PIN code and a random number, which is
transmitted over the air. The output is highly questionable, as the only
secret is the PIN code, When using 4-digit PIN codes, there are only
10,000 different possibilities. If we consider the fact that 50% of used
PINs is “0000”, the trustworthiness of the initialization key is quite low.

There is also a problem in the unit key scheme. Authentication and
encryption are based on the assumption that the link key is the
participants’ shared secret. All other information used in the procedures
is public. Now, suppose that devices A and B use A’s unit key as their
link key. At the same time (or later on), device C may communicate with
device A and use A’s unit key as the link key. This means that device B,
having obtained A’s unit key earlier, can use the unit key with a faked
device address to calculate the encryption key and therefore listen to the
traffic. It can also authenticate itself to device A as device C, and to
device C as device A. The Bluetooth BD_ADDR, which is unique to
each and every Bluetooth device, introduces another problem. When a
conpection is made and a Bluetooth device belongs to a certain person, it
is easy to track and monitor the behavior of this person. Logs can be
made on all Bluetooth transactions and privacy is violated. Profiling and
other questionable ways of categorizing can easily take place. Yet
another problem with Bluetooth security is the battery draining denial of
service scheme, and it has no protection against this.
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5.4 Enhancements to Bluetooth

There is a vast literature on research in the Bluetooth area. While
initial focus was on interference analysis and mitigation, subsequent
works have looked at various aspects of the technology, including
piconet and scatternet scheduling, scatternet formation algorithms, traffic
engineering, QoS support, improving device discovery procedure, IP
over Bluetooth, among others. In this section we give an overview of
current research on Biuetooth which aims at either enhancing the current
protocol performance or enabling it to support additional services.

5.4.1 Bluetooth Interference Issues

The 2.4 GHZ ISM radio frequency band is a broad, free and
unlicensed spectrum space for used in microwave ovens, cordless
phones, remote controllers, as well as Bluetooth and IEEE 802.11b/g
(discussed in Chapter 4) devices. Therefore, all of these inventions have
potential of interfering with each other [Cordeiro2002¢, Derfler2000,
Chiasserini2003]. In this section, we confine our discussion to
interference in the 2.4 GHz band originated from Bluetooth and [EEE
802.11.

Bluetooth uses much lower transmission power than IEEE 802.11b.
Thus, powerful IEEE 802.11b devices may overwhelm its signal
[Derfler2000]. To address this issue, the Task Group 2 within the IEEE
802.15 working group has been established to improve the coexistence of
the two standards. The main goal is to enable IEEE 8(02.11b and
Blueiooth to operate in a shared environment without significantly
impacting the performance of each other. According to the IEEE 802.15
working group, interference between IEEE 802.11b and Bluetooth causes
a severe degradation in the overall system throughput when the distance
between the interfering devices is within 2 meters. Between 2 and 4
meters, a slightly less significant degradation is observed (IEEEP802.15-
145r12001].

Therefore, it is of paramount importance to analyze the impact of
interference when Bluetooth and TEEE 802.11b devices operate in the
same vicinity as well as when multiple Bluetooth piconets are co-located.
From now on, we refer to the interference generated by IEEE 802.11b
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devices over the Bluetooth channel as persistent interference
[Cordeiro2002c], while the presence of multiple piconets in the vicinity -
creates interfexrence referred to as  infermittent interference
[Cordeiro2004b] (due to the frequency-hoped nature of the Bluetooth
radio that generates interference in an intermittent fashion). Therefore,
integrated solutions tackling both persistent and intermittent interference
are of major interest. Obviously, it is sometimes possible to combine
separate solutions into a single integrated scheme.

5.4.1.1 IEEE Efforts to Ensure Coexistence

The Bluetooth SIG and the task group 2 within the IEEE 802.15
working group are collaborating on efforts to define mechanisms and -
recommended practices to ensure the coexistence of Bluetcoth and Wi-Fi
networks. In this context, coexistence is defined as the ability of one
system to perform a fask in a given shared environment where other
systems may or may not be using the same set of rules
(IEEE802.15.22000]. These practices fall into two categories:
collaborative and non-collaborative. In the following subsections we
describe proposed mechanisms in each of this category.

Collaborative Mechanisms

A collaborative coexistence mechanism is defined as one in which
the WPAN and the WLAN communicate and collaborate to minimize
mutual interference. The following collaborative techniques being
considered require that a Wi-Fi device and a Bluetooth device be
collocated (i.e. located in the same laptop). TDMA (Time Division
Multiple Access) techniques [TEEEP802.15-340r(2001 www,
I[EEEPS§02.15-300r12001www] allow Wi-Fi (i.e., IEEE 802.11) and
Bluetooth to alternate transmissions. MEHTA [IEEEP802.15-
300r12001www] (the Hebrew word for “Conductor”) is a technique for
managing packet transmission requests. It grants permission to transmit a
packet based on parameters including signal strength and the difference
between IEEE 802.11b and Bluetooth center frequencies. In addition, it
can support SCO links. Deterministic frequency nullifying
(IEEEP802.15-364r2001www] is a mechanism used in conjunction with
MEHTA that inserts a 1 MHz-wide null in the 22 MHz-wide IEEE
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802.11b carrier that coincides with the current Bluetooth center
frequency.

Non-Collaborative Mechanisms

A non-collaborative coexistence mechanisin is one wherein there is
no method for the WPAN and WLAN to communicate. There are many
non-collaborative techniques being investigated. Adaptive packet
selection and scheduling [TEEEP802.15-316:02001www] is a Bluetooth
MAC-level enbancement that utilizes a frequency usage table to store
statistics on channels that encounter interference. This table can
subsequenily be accessed by packet scheduling algorithms for
transmissions to occur only when a hop to a good channel is made.
Finally, adaptive frequency hopping (AFH) [IEEEP§02.15-
366r12001www] classifies channels and alters the regular hopping
sequence to avoid channels with the most interference. This technique
will be described with more details later in this section.

5.4.1.2 Inter-Piconet Interference

With increasing scalability requirements, the number of co-located
piconets will eveniually be so large that Bluetooth piconets will now start
to interfere with each other {(also called Intermittent Interference). The
FHSS techaique with 79 channels employed by Bluetooth will no longer
suffice to keep interference at desired minimum levels, and the presence
of multiple piconets in vicinity will create interference on signal
reception. Therefore, not only it is important to qualify and quantify such
interference, but it also crucial to propose new ways to mitigate such
negative effects.

In [Cordeiro2003a), the impact of Intermittent Interferences on
piconet performance has been considered and this study serves as a basis
for future work in this area.

Table 5.3, taken from [Cordeiro2003a), gives a summary of the
average throughput values obtained with the use of DHx packets with
and without the presence of interference. A quick evaluation of Table 5.3
indicates that results are in line with the ideal ones when there is no
interference. In presence of interference, a drop of more than 30% in
throughput is observed in DH1 links and lower throughput is experienced
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in all cases, reinforcing 2 need for tailoring applications closer to these
working conditions.

Table 5.3 — DHx Throughput With/Without Interference (In Kbps) {Taken from IEEE
Publication Cordeiro2003al

Ideal Without With
Conditions Interference Interference
DH1 172.80 166.66 120,78
DH3 384.00 373.32 32940
DH5 432.60 417.24 373.32

5.4.1.3 The Interference-Aware Packet Segmentation Algorithm

The Bluetooth standard defines various packet types to adjust
according to different application requirements. Those range from single
unprotected 1-slot packet to FEC (Forward Error Correction) encoded 5-
slot packets. Ideally, the adaptation layer should choose the best suitable
packet for transmission based both on the application requirements and
on the wireless channel condition. Furthermore, this choice cannot be
static for the entire message due to the dynamic nature of error rate in a
wireless chananel.

Motivated by these issues, [Cordeiro2002¢] proposes an
interference-aware  algorithm called IBLUES (Interference-aware
BLUEtooth Segmentation) to dynamically switch between Bluetooth
packet types as packet error rates increases or decreases. This algorithm
relies on the fact that interference is directly proportional to packet error
rates in a short-rage wireless technology such as Bluetooth (actually, it is
not only interference that is taken into account in deciding the best
suitable packet type). The rationale behind this algorithm is that a large
packet outperforms a small packet in a low error rate channel (i.e., low
interference level) since it possesses low overhead. On the other hand,
small packets are best suitable when in a high error rate channel (high
interference level). In order 1o devise an accurate switching mechanism,
it is mandatory to develop a combined model that takes into
consideration interference from an environment consisting of multiple
piconets and IEEE 802.11b devices.
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5.4.1.4 Overlap Avoidance Schemes

-Two mechanisms, called overlap avoidance (OLA) schemes, have
been proposed in [Chiasserini2003] which are based on traffic
scheduling techmiques at the MAC layer. The first mechanism, denoted
as voice OLA (V-OLA), is to be performed for the [EEE 802.11b in the
presence of a Bluetooth voice (SCO) link. This scheme avoids overlap in
time between the Bluetooth SCO traffic and IEEE 802.11b packets by
performing a proper scheduling of the traffic transmissions at the IEEE
802.11b stations. In a Bluetooth network, each SCO link occupies
FH/TDD channel slots according to a deterministic patiern. Therefore, an
IEEE 802.11b station shall start transmitting when the Bluetooth channel
is idle and adjust the length of the WLAN packet so that it fits between
two successive Bluetooth transmissions.

The second algorithm, denoted by data OLA (D-OLA), is to be
performed at the Bluetooth system in case of a Bluetooth data link. As
we have discussed before, the length of a Bluetooth data packet can vary
from 1 thru 5 time slots. In case of multi-slot transmissions, packets are
sent by using a singie frequency hop which is the hop cormresponding to
the slot at which the packet started. The key idea of the D-OLA scheme
is to use the variety of packet lengths that characterize the Bluetooth
system so as to avoid overlap in frequency between Bluetooth and IEEE
302.11b transmissions. Within each interfering piconet, the D-OLA
algorithm instructs the Bluetooth master device to schedule data packets
with the proper slot duration so as to skip the frequency locations of the
hopping sequence that are expected to drop on the IEEE 802.11b band.

An advantage of the OLA schemes is that they do not require a
centralized packet scheduler. On the other hand, a disadvantage is that
they require changes to both the IEEE 802.11b standard and the
Bluetooth specifications.

5.4.1.5 BlueStar: An Integrated Solution to Bluetooth and IEEE
802.11

As we have so far discussed, it is most likely that Bluetooth devices
and IEEE 802.11 WLAN stations operating in the same 2.4 GHz ISM
frequency band should be able to coexist as well as cooperate with each
other, and access cach other’s resources. These technologies are
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complementary to each other and such an integrated environment could
be envisioned to allow Bluetooth devices to access the WLAN, and the
Internet (heterogeneous network integration is covered in Chapter 11).
These cooperative requirements have lead to the BlueStar architecture
[Cordeiro2004b], whereby few sclected Bluetooth devices, called
Bluetooth wireless gateways (BWG), are also members of a WLAN, thus
empowering low-cost, short-range devices to access the global Internet
infrastructure through the wuse of WLAN-based high-powered
transmitters. This architecture is illustrated in Figure 5.11. Obviously, it
is also possible that Bluetooth devices might access the WAN through a
3G cellular infrastructure like Universal Mobile Telecommunication
System (UMTS) and cdma2000.

To combat both intermittent and persistent interference and provide
effective coexistence, a unique hybrid approach of AFH, introduced
earlier, and a new mechanism called Bluetooth carrier sense (BCS) are
employed in BlueStar. AFH seeks to mitigate persistent interference by

IEEE 802.11
IEEE 802.11 WLAN
WLAN h

w LAN,
MAN, WAN

Bluetcoth
scatternat

Figure 5.11 — The BlueStar architecture [Taken from Cordeiro2004b]

scanning the channels during a monitoring period and labeling them as
“good™ or “bad”, based on whether the packet error rate (PER) of the
channel is below or above a given threshold. BCS takes care of the
intermittent interference by mandating that before any Bluetooth packet
transmission, the transmitter has to sense the channel to determine the
presence of any ongoing activity. As shown in Figure 5.14, this channel
sensing is performed during the turn around time of the curreat slot, and
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it does not require any changes to the current Bluetooth slot structure, As
we can see, BlueStar can be classified as a non-collaborative solution in
the sense that the Bluetooth and the WLAN system operate
independently, with no exchange of information. This lack of
information does not have much impact on the performance of BlueStar.
As shown in [Cordeiro2004b], the BlueStar architecture can
approximately double the performance of the regular Bluetooth.

The industry has also been making efforts towards integrating
Bluetooth and WLAN [Possiowww]. However, most recent solutions do
not tackle the issue of simultaneous operation of Bluetooth and WLANS,
that is, either Bluetooth or WLANs — but not both — can access (i.e., be
active) the wireless medium at a time, as only a single card is available.
Moreover, this implies that additional integrated cards have to be
acquired. BlueStar, on the other hand, enables simultaneous operation by
using existing WLAN hardware infrastructure, while relying on the
availability of Bluetooth interfaces. One disadvantage of Bluestar is that
it requires considerable changes to the Bluetooth specifications such as
the introduction of carrier sensing.
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Figure 5.12 — Carrier sensing mechanism in Bluetooth

5.4.2 Intra and Inter Piconet Scheduling

The traffic in a piconet is coordinated by the master device, and no
two slaves can communicate without mastet’s intervention. In other
words, no slave is allowed to transmit without previously being polled by
the master device as per some scheduling algorithm schemes and are
referred to as intra-piconet scheduling.

When the communication spans more than one piconet over a
scatternet, the scheduling does take a different perspective. It is now
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necessary for the master to synchronize (i.e., schedule) the presence of its
bridge nodes in its piconet. As the bridge nodes may “randomly” switch
amongst piconets, the master nodes of the corresponding piconets may
find themselves in a situation when the bridge is being polled while it is
currently participating in some other piconet. Therefore, appropriate
protocols are necessary for master nodes to negotiate with a bridge node
its presence in piconets. This is referred to as inter-piconet scheduling.

5.4.2.1 Infra-Piconet Scheduling

Bluetooth polling differs from classical poiling in that the
transmission from the master to a slave is always combined with the
corresponding slave to master transmission. Therefore, the master has
only partial status knowledge of slaves’ queue states, while it only knows
its own queues, Thus, classical polling models cannot be directly used,
while they can still be used as benchimarks.

In a piconet, a polling system model can be adopted to describe the
Bluetooth MAC operation. As we have seen, Bluetooth supports two
types of links between a master and a slave: SCO and ACL links. In case
of an SCO link, the master has to poll the slave at regular intervals, given
the stringent requirements of ihis type of traffic. Therefore, for SCO
links, the master device does not have much freedom (o use one or
another scheduling algorithm. In case of an ACL link, however, polling
can be performed in many different ways. Given this, we now focus on
scheduling for ACL links only.

The Limited and Weighied Round Robin Scheme (LWRR)

Limited and Weighted Round Robin (LWRR)} adopts a weighted
round robin algorithm with weights being dynamically changed
according to the observed status of the queues. In other words, LWRR
considers the activeness of the slaves. Initially, each slave is assigned a
weight, say W, which is reduced by one each time a slave is polled and
no daia is exchanged. Therefore, the slave misses as many chances in the
polling cycle as is the difference between its current weight and W. The
lowest value that a slave’s weight can achieve is one, meaning that it has
to wait a maximum of W-1 cycles to send data. Anytime there is a data
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exchange between the slave and the master, the weight of the slave is
reset to the Wvalue,

On the down side, LWRR has some disadvantages, which is mainly
due to the constantly changing number of slots during a polling cycle.
First, an inactive slave may need to wait for a long time to get a chance
to exchange data packets if the preceding polling cycle had a large
number of slots. This can lead to a high delay for an idle slave. Second,
an idle slave may be frequently polied if the previous polling cycles had
a small number of slots. This may, therefore, reduce the efficiency of the
system. As we can see, the LWRR scheme is just a very simple way of
introducing the notion of “activeness” of slaves in the master. In
addition, its computations are not complex and the required store space is
small.

The Pseudo-Random Cyclic Limited Slot-Weighted Round Robin
(PLsWRR)

The Pseudo-Random Cyclic Limited slot-Weighted Round Robin
(PLsWRR) is based on two main properties:

* It tries to distinguish between slaves on the basis of their
“activeness”, i.e., according to the traffic history. PLsWRR reduces
the rate of polling to less active slaves by not polling them for a
certain number of slots (as opposed to cycles). This bounds the
maximum time between polls to a slave;

¢ The order in which slaves are polled in each cycle is determined in a
pseudo-random manner so as to improve faimess. PLsWRR scheme
has been shown to provide a certain degree or fairness and perform
well on scenarios with different traffic sources like TCP and CBR.

PLsWRR is comprised of two main parts: a Psendo-Random Cycle
of Polling and a Limited slot-weighted Round Robin (PLsWRR) scheme.
In the Pseudo-Random Cycle of Polling, the master keeps a separate
buffer for each destination slave. For example, assume a scenario where
slaves 2 and 4 are both transmitting to a slave 6. With plain Round
Robin, slave 2 would have a higher chance to transmit a packet and get a
buffer at the master device as opposed to slave 4. Pseudo-random
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ordering attempts to break this unfairness between the connections of
slaves 2 and 4.

In the LsWRR scheme, each slave is assigned a slot-weight equal to
Max-Slot-Priority (MSP) and is changed dynamically according to the
outcome of previous poll, reduced if no data exchanged and increased
otherwise. The lowest value a slot-weight can take is equal to 1. If a
slave has skipped as many slots as the difference MSP - current siot-
weight, the master decides to poll the slave. Similarly, an active slave
cannot be polled beyond a maximum number of times per cycle.
PLsWRR employs the number of slots as opposed to number of cycles
(as in LWRR) as a means to reduce the number of polls to less active
slaves. LsWRR guarantees that a slave waits for a maximum of MSP
slots until they get a chance to be polled again. Clearly, this makes the
behavior more reliable as compared with LWRR, where the slave waits a
bounded number of cycles but the length of these cycles may vary.

The Fair Exhaustive Polling (FEP)

In [Johansson1999], the Fair Exhaustive Polling (FEP) is proposed
which can be viewed as a combination of the strict round robin polling
and the exhaustive polling. The main idea is to poll slaves that probably
have nothing to send. FEP achieves this by introducing two
complementary states, namely, the active state and the inactive state, and
also by associating a weight with each slave.

In FEP, a polling cycle starts with the master moving all slaves to the
active state, and then initiating one of the several possible polling sub
cycles once in a round robin fashion. One distinguish feature is that in
FEP the master performs the task of packet scheduling for both the
downlink (master to slave) and uplink (slave to master) flows. However,
the master has only limited knowledge of the arrival processes at the
slaves, which means that the scheduling of the uplink flows has to be
based on the feedback it obtains when polling the slaves. A slave is
moved from the active state to inactive state when two conditions are
fulfilled. First, the slave has no packet to send. Second, the master has no
packet to be sent to the corresponding slave. A slave is moved to the
active state when the master has some packet destined for it.
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This is an iterative process and continues until the active state is
emptied (the exhaustive part of the algorithm), and when this happens, a
new polling cycle starts. It is important to note that the exhaustive part of
FEP is different from the exhaustive part of ERR. To implement fairness
into FEP, a polling interval of a slave is added to some predetermined
maximum time. This means that a slave, whose¢ maximum polling
interval timer has expired, is moved to the active state and is therefore
polled in the next polling sub-cycle. This maximum polling interval is
used by FEP to ensure that an inactive slave is regularly polled, and thus
check whether it has become active or not.

The Predictive Fair Poller (PFP)

The Predictive Fair Poller (PFP) [Yaiz2002] is a polling scheme that
takes both efficiency and fairness into account similar to LWRR and
FEP. For each slave, it predicts whether data is available or not and while
at the same time keeping track of the fairmess. Based on these two
aspects, it decides which slave to poll next. In the best effort case, PFP
estimates the fair share of resources for each slave and keeps track of the
fractions of these fair shares that each slave has been given. PFP
distinguishes two types of traffics: the best effort and the QoS-based. For
best effort traffic, PFP keeps track of both the fairness based on the
fractions of fair share and the predictions, and thus can guarantee to poll
the best effort traffic in a fair and efficient manner. In the QoS-based
case, QoS requirements are negotiated with the slaves and translated to
fair QoS treaiments. The polling unit, in turn, keeps track of the fractions
of these fair QoS treatments that each slave has been given. Simulation
results indicate that PFP outperforms the PRR in the scenarios analyzed,
and that it performs at least as well as the FEP. The advantage is that it
can adapt to different QoS requirements. However, it is considerably
complex which makes it harder to implement.

The Demand-Based Bluetooth Scheduling

A flexible polling scheme is proposed in [Rao2001] that initially
adopts common polling periods for all slaves, and subsequently increases
the polling period for those slaves with less traffic load. Similar to other
schemes, the idea here is to poll slaves that probably have to send as little
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as possible. Ultimately, the goal is to maximize throughput and to reduce
the overall piconet power consumption. This new polling scheme,
referred to as Demand-Based Bluetooth Scheduling, is based on a
scheduling table. Firstly, the bridge nodes and the synchronous slaves are
scheduied. Secondly, the asynchronous dedicated slaves {(ADSs) are
scheduled.

This scheme has some advantages. The second part (ADSs
scheduling scheme) can be used not only in single piconet scheduling,
but also over a scatternet for inter-piconet scheduling. This is to say that
it can cooperate with some scheduling table-based bridge scheduling
scheme so as to form a scatternet scheduling scheme. To improve on
energy consumption, it allows slaves to be parked. On the other hand,
ADSs may increase the access latency of the slaves. Simulations have
shown that the Demand-based scheduling performs as well as the strict
round robin scheduler when all the slaves have same traffic profiles. It
has better throughput, however, when slaves have unequal traffic load.

5.4.2.2 Inter-Piconet Scheduling

We now turn our attention to the issue of inter-piconet scheduling,
also known as scatternet scheduling. As we mentioned earlier, inter-
piconet scheduling addresses the issue of defining appropriate protocols
to piconet masters negotiate presence of their corresponding bridge
nodes in various piconets. This is necessary so as to ensure an
appropriate scatternet performance, and efficient communication
amongst the various scatternet devices.

Distributed Scatternet Scheduling Algorithm (DSSA)

Distributed Scatternet Scheduling Algorithm (DSSA) is proposed in
[Johansson2001b], which provides a conflict free access to the shared
medium. DSSA can be executed in parallel and is adaptive to topological
changes, but does nothing as traffic changes. It has been proved
[Johansson2001b], using graph theory, that defining an optimal scheduler
for a scatternet is NP-complete. In addition, it has been proved that
DSSA bound is polynomial in terms of number of nodes.

DSSA is based on the assumption that nodes have distinct identities
(IDs) and are aware of the identities and traffic requirements of their
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neighbors. In DSSA, each master needs the permission of all its
neighbors to schedule its piconet. Permission is granted to the
neighboring master with the highest ID among those neighboring masters
that have not yet scheduled their piconets. Permissions are passed in
messages together with a set of restrictions, specifying which frames
cannot be allocated due to previous commitments by this slave with other
neighboring masters. After receiving the permission rights from all
slaves, the master assigns those timeslots. The algorithm terminates
when all masters have scheduled their piconets.

DSSA is an ideal algorithm as it assumes that nodes are aware of the
traffic requirements of their neighbors, which cannot be realized in a real
scenario. In addition, given the requirement that the solution is carried
out from the highest ID master to lowest IDD master, not ail master
devices are ireated equally. As DSSA allocates communication time slots
for each pair of nodes for the whole scatternet in advance, it can be
classified to have a hard coordination scheme which is suitable for those
scatternets whose traffic patterns are known in advance and do not vary
much over time. In the case of bursty traffic, DSSA may generate too
much overhead as scatternet wide bandwidth has to be allocated in
advance, thus demanding significant computation and signaling
overhead. In addition, slots have to be reallocated in response to changes
in traffic intensity and each time a connection is established or released.

Pseudo Random Scheduling Scheme (PCSS)

Different from the hard scheme of DSSA, the Pseudo Random
Scheduling Scheme (PCSS) [Racz2001] falls in the category of soft
coordination schemes. Wherein the nodes decide their presence in
piconets based on local information. By nature, soft coordination
schemes cannot guarantee conflict-free participation of bridge nodes in
different piconets; however, they will have much lower complexity than
hard coordination schemes. In the PCSS algorithm, coordination is
achieved by implicit rules in the communication without the need of
exchanging explicit control information. The low complexity of the
algorithm and its conformance to the current Bluetooth specification
makes it easy to be incorporated. Every node randomly chooses a
communication checkpoint that is computed based on the master’s clock
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and the slave’s device address. When both end nodes show up at a
checkpoint simultaneously, they start to communicate until one of the
nodes leaves to attend to another checkpoint. In order to adapt to various
traffic conditions, PCSS adjusts the checking period according to
previous link utilization.

The advantage of PCSS is that it achieves coordination among nodes
with very little overhead. However, as the density of nodes grows, there
will be scheduling conflicts among various checkpoints, resulting in
missed communication events between two nodes. In response to
changing traffic on a link, PCSS increases or decreases the interval
between two successive communication events on that link by a fixed
multiple. It is quite rough and inaccurate, however, to adapt to the traffic
burstiness. Moreover, it neither changes the duration of communication
events nor coordinates with other links.

Locally Coordinated Scheduling (LCS)

While there are conflicts in the PCSS scheme, the Locally
Coordinated Scheduling (LLCS) scheme coordinates nodes in a manner
that eliminates all scheduling conflicts. In response to bursty traffic on a
link, LLCS adjusts both the intervals between communication events and
the duration of those events, while PCSS changes only the intervals
between communication events. This makes LCS more responsive to
bursty traffic than PCSS. LCS is based on the concept of scheduled
meetings called appointments. It optimizes the overall efficiency of the
scatternet in terms of throughput, latency and energy, by minimizing
wasted and missed communication opportunities. It also allows nodes to
tradeoff between energy efficiency and latency. However, LCS can only
be applied to loop-free scatternet topologies. Simulation results show that
LCS achieves high TCP throughput, low packet latency and low node
activity time (which cormresponds to low energy consumption) for low
bandwidth applications. LCS is able to achieve an efficient scatternet
wide schedule through the following procedure:

* Computing the duration of the next meeting based on queue size and
past history of transmissions so that the duration is just large enough
to exchange all the backlogged data;
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¢ Computing the start time of the next meeting based on whether the
data rate observed is increasing, decreasing or stable so that it
responds to varying traffic conditions quickly without wasting
resources;

¢ Grouping together meetings with the same traffic characteristics to
reduce wasted bandwidth of nodes and end-to-end latency;

¢ Aligning meetings at various parts of the scatternet in a hierarchical
fashion so that the number of parallel communication is high,
increasing system-wide throughput significantly;

* Reducing the amount of time a node spends transmitting packets
while the receiver is not ready, thus conserving energy.

As we can see, the procedure used in LCS is rather complex and its
implementation is complicated. In addition, Bluetooth devices may not
have the computational capacity to implement it efficiently.

Flexible Scatternet wide Scheduling (FSS)

Compared to Demand-Based Bluetooth Scheduling where master
devices potentially have a large table, the Flexible Scatternet wide
Scheduling (FSS) [Zhang2002] scheme uses a table in a simpler and
more efficient manner. FSS consists of two algorithms: a flexible traffic
scheduling algorithm executed by each master, and an adaptive switch-
table modification algorithm executed by each bridge node. FSS is based
on a switch-table concept, which is constructed when the scatternet is
formed. Each bridge node uses a switch-table to direct switch between its
multiple piconets. To avoid bridge conflicts, a master polls a bridge node
only at those slots when the bridge node is known to be synchronized to
the piconet controlled by the master. Each master, in turn, employs a
flexible traffic scheduling algorithm to schedules both dedicated slaves
and bridge nodes. Moreover, the swiich-table can be dynamically
adjusted based on the ftraffic load so as to improve the system
performance. Compared to some static schemes, FSS can significantly
improve the system throughput and reduce the packet transmission delay.

Flexible Traffic Scheduling Algorithm: In order to decide the polling
frequency, each slave has a polling weight which is represented by (P,
R), where P indicates that the slave should be polled every P schedule
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cycles, and R represents the maximum number of times that the slave can
be polled in a cycle. The rules for adjusting the slave’s polling weight (P,
R) are as follows. If a poll is wasted in the sense that both slots allocated
for polling are not used, the value of P associated with the offending
slave 1s increased until it reaches a certain upper threshold; otherwise, the
polling period is decreased until it reaches one. If the current P value for
a slave is already one, the value of R will be adjusted as follows. If a poll
is wasted, the value of R is decreased until it reaches one, and in this
case, the value of P is increased; otherwise, the value of R is increased
until it reaches an upper bound.

Flexible Switch-table Modification Algorithm: Here, the bridge node
consistently monitors the outgoing and the incoming queue lengths,
where the incoming queue length is obtained by piggybacking this
information in packets sent by the masters. Based on this information,
the bridge can estimate which path has a heavy traffic load and which
path does not. Obviously, the master with the longest queue length
should get more time slots as compared to those masters with relatively
low queue lengths.

In order to avoid bridge conflict, the bridge cannot immediately
satisfy the borrower’s requirement if there is no idie slot in the switch-
table. Instead, the bridge has to find a lender and obtain an
acknowledgement from this lender that it will not use its allocated time
slot. Only then will the bridge node be able to assign the time slot to the
borrower, which may start to use the borrowed time slot. Since the
borrowing process involves many messages and the bridge has to wait
for its turn to communicate with the masters, the borrowing process
should only be started when absolutely necessary,

Credit Based Scheduling (CBS)

The Credit Based Scheduling (CBS) [Baatz2001] introduced in this
section, the Load Adaptive Algorithm (LAA) and the scheduling
algorithm based on the JUMP mode described in the following two
sections form a class of scheduling algorithms that are built around the
low power modes available in Bluetooth. The CBS algorithm is based on
the Bluetooth sniff mode. It defines presence points for each inter-
piconet link at which communication may start. The rationale behind
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these presence points is to enable each device to quickly determine
whether the peer device is in the same piconet. If so, the communication
may start between the devices. Otherwise, another presence point may be
tried without having lost much bandwidth. The length of a particular
communication period is not predetermined, as it depends on the current
link utilization and the amount of data to be exchanged. Interestingly, the
presence points and the dynamic lengih of communication periods may
be mapped directly onto the sniff mode, requiring little or no changes to
the current Bluetooth specification. The communication schedule is then
determined online for each communication period.

Finally, [Baatz2002] proposes an enhanced adaptive scheduling
scheme based on CBS. Here, link level fairness is achieved through a slot
accounting scheme that is able to redistribute unused bandwidth
following the idea of min-max fairness.

The Load Adaptive Algorithm (LAA)

In [Har-Shai2002], the Load Adaptive Algorithm (LAA) is proposed
for small-scale scatternets. While CBS uses the sniff mode, LAA uses
the hold mode. The primary difference between these two modes is that
the duration of the hold period is set every time the slave is placed in the
hold mode, whereas the parameters of the sniff mode are set once and
can be reused for many intervals. Thus, the hold mode requires repeated
negotiations that waste at least a pair of slots, while the sniff mode
requires a single negotiation. Therefore, the sniff mode may be more
suitable for steady traffic, whereas bursty traffic may be better supported
by the hold mode. LAA takes into account a few decision variables and
parameters for its functioning, and these are as follows:

e Idle State (IS): The bridge is in IS if either the queue of the current
piconet is empty or it received a NULL (non-data) packet;

o Max Queue Size (MQS): If the queue size is larger than MQS, the
bridge node should try to switch piconets;

o Time Commitment (TC). The bridge node sends this variable before a
piconet switching and indicates the minimum time interval the bridge
will spend outside the piconet. It is calculated based on the length of
the bridge’s queues to the other piconets which allows the master not
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to address the bridge throughout this interval, and to readdress it
once it expires;

e  Predictability Factor (§). The Predictability Factor (B) is used in
order to estimate the average packet size of this traffic and to
compute the value of TC;

s Max Time-Share (MTS): In cases of heavy traffic, the queue sizes
may be huge and therefore the TCs derived from them will also be
long. Thus, the maximum time a bridge spends in a piconet has to be
bounded. We refer to this bound as the MTS.

LAA manages the scheduling mechanism of the bridge by
determining the duration of the bridge activity in the different piconets,
so that the delay incurred by packets requiring inter-piconet routing can
be reduced. The algorithm adapts to varying loads by utilizing
information regarding its queues to the different masters, and also by
using information transferred by the masters. LAA complies with the
Bluetooth specification in the following way. When the bridge switches
to another piconet, it enters the hold mode in the first piconet and sets the
hold timeout to TC. Once TC expires, the master polls the bridge every
few slots according to its polling scheme. After the bridge returns to the
piconet, the master should then poll it with a higher priority. As the
bridge node might not return immediately after TC expires, the value of
the link supervision timers should be set to a value that does not create
false connection drops.

The JUMP Mode Based Scheduling Algorithm

In [Johansson2001a], a scheduling scheme for scatternets based on
the JUMP mede is proposed. To allow flexible and efficient scatternet
operation and to overcome the shortcomings of the current Bluetooth
modes. This mode includes a set of communicationt rules that enable
efficient scatternet operation by offering a great deal of flexibility for a
node to adapt its activity in different piconets to the traffic conditions.
Using the JUMP mode, a bridge node divides the time into time windows
and then signals about which piconet it is going to be present for each of
these time windows. The time windows are of pseudo random length to
eliminate systematic collisions and thereby avoid starvation and live-lock
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problems without any need for scatternet-wide coordination. Besides
enabling scatternet operation, the JUMP mode may also enhance other
aspects of Bluetooth such as the low-power operation. Table 5.4
compares various scatternet scheduling algorithms discussed so far. As
we can see, they are compared under various criteria taking into
consideration various important aspects such as whether the algorithm is
dynamic or not, if it is ideal (i.e., the master knows the updated length of
all queues), if QoS can supported (e.g., if the scheduler can be optimized
for system wide throughput, end-to-end communication delay, or energy
consumption), and if it is in compliance with current Bluetooth
specifications.

Table 5.4 — Comparison of the various scatternet scheduling algorithms

DSSA PCSS LTS 333 LaA CBS JUMP
mode
Dynamic Mo Yoz Yes Yes Yes Yes Tes
Ideal Yes MNa HNao Ho Mo N Ho
Qo No Ho Ne Tes Ho Yes Ne
Scatternet Any Any Loop- free Any Any Any Any
topolegy
Medifies o No Tes e Ho Mo Yes
Bhstooth
specification
Computational Hgh Low High Quite Low Low Low
complexity low
Feasibility No Ho He Yes Yes Yes Ho
Basle Technitque Graph Pseudo Appomiragnt Switch Hald Credit JUMP
theory random table mode schetme mode
techricgue
5.4.3 Bridge Selection

As we have discussed before, in Bluetooth large ad hoc networks are
formed by inter-linking individual piconets to form a scatternet.
Scatternets are formed by sharing one or more slaves (the bridges nodes)
in a time division multiplexed system, wherein the bridges share their
active time period between two piconets. Theoretically, the bridge can be
a master in one piconet and a slave in another piconet, or a slave in both
piconets. In practice, however, most current research considers bridges in
the slave-slave configuration only, as having a bridge to be a master in
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one piconet will result in this piconet being idle every time the bridge is
in some other piconet.

The bridge bears the responsibility of a switch, buffering incoming
data packets, then switching to another piconet and relaying the buffered
packets to a new master. This means that they are always transmitting,
receiving or switching between piconets. While this might work for low
to even medium traffic conditions, it essentially drains the bridge energy
and, at high traffic loads, the bridge may be overwhelmed, causing buffer
overflows, packet drops and increased end-to-end delay. A bridge node
that is drained of power will die, disrupting inter-piconet traffic and
causing a heavy loss of packets. While this may be inevitable, it must be
ensured that the device (and hence the scatternet) is alive for as long as
possible. Therefore, in order to achieve energy efficiency in a Bluetooth
scatternet, an effective policy for bridge management is needed.

So far, energy efficiency in Bluetooth has been tackled by using the
default low power modes with some modifications. In [Lin2002], power
is saved by scheduling the occurrence of the SNIFF slots and the length
of each occurrence, while [Prabhu2002] discusses power control by
using cost metrics associated with routing and switching the roles of the
master and slave. Two mechanisms that focus on sharing the
responsibility of being a bridge among devices that are capable of
handling such work have been introduced in [Duggirala2003a,
Duggirala2003b). Here, the energy usage pattern is spread out and the
lifetime of the scatternet is increased. The idea is to concentrate on
sharing the bridge responsibility and responding to energy changes based
on a node’s capability, the relative power levels of other prospective
bridge slaves and on traffic conditions. The ultimate goal is to increase
the scatternet lifetime by extending the lifetime of the bridge. As shown
in [Duggirala2003a, Duggirala2003b], these policies can be used with
any scheduling scheme [Lin2002, Baatz2002, Johansson2001a] or
routing mechanism [Prabhu2002]. It is important to note that these
policies are executed at the master of a piconet, and is relevant only for
inter-piconet communication. Each piconet in the scatternet will run
these policies, and to avoid control message overhead, the energy values
of every device are piggy-backed together with the existing Bluetooth
ACK packet.
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Energy Efficient Protocol (E2P)

The first scheme is a simple Energy Efficient Protocol (E2P)
[Duggirala2(03a], in which the master decides on a set of nodes that are
designated as prospective bridges. The master then chooses two nodes to
function as bridges. These nodes are typically the best in terms of
computing and energy resources. The master then tries to distribute the
traffic among the two, sending packets to the two bridges in a round
robin fashion (other scheduling algorithms conld also be employed). The
bridges buffer the incoming data packets, and then switch at the same
time for a pre-defined SNIFF period previously agreed upon by the
masters of both piconets, through any bridge negotiation protocol. This
simple division seems to work well, improving energy savings by about
43% as shown in Figure 5.13.
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Figure 5.13 - Energy consumption (single bridge vs. E2P)

Threshold-Based Energy Efficient Protocol (TE2P)

The second approach, TE2P [Duggirala2003a], dynamically select
bridges and change the bridges based on their energy settings. Every
device calculates and sets its own Soft Threshold (ST) and Hard
Threshold (HT). The ST defines a value at which the node would prefer
to share its load with another node but can still work alone (like say 70%
of total power available), while the HT defines a crifical value where the
node definitely needs to share its load (for example, 30% of the total
power). These values are then passed on to the master of the piconet. The
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ST and HT values may vary for different devices due to varying
hardware and software configurations. For example, a laptop may have a
higher ST and HT value as compared to a cell-phone or a handheld
device. The master chooses a set of prospective bridges (B) based on
their energy and traffic requirements. Traffic is then divided among the
bridges based on the following algorithm which is performed by the
master.

TE2P may be broadly divided into three stages. In the first stage, the
master fries to choose one or two bridges from the prospective set (B),
whose energy levels are currently above the ST. The chosen bridge or
bridges are then used for one transaction. A transaction is defined as the
period for which a node buffers data packets in one piconet, switches to
the other, relays the buffered packets and then switches back to the
piconet. In each transaction, the master chooses bridges with the two
highest energy values. This evaluation and choice coutinues till their
energy levels reach the ST. At the end of stage 1, all devices in set B
have reached their ST values or are slightly below the ST (because they
may have reached their ST value during a transaction). In the second
stage, the EW (Energy Window) is calculated as the difference in values
between the two bridges with the highest power levels. This value is then
adjusted so that it does not exceed the HT of either device. The two
nodes are designated bridges till each of them uses up energy that equals
the EW. At this point, the EW is computed once again among the nodes
belonging to the set B and its value adjusted based on the HTs of the
chosen bridges. In the case where all or the chosen bridges have the same
energy levels (i.e., EW = (), then the bridges are used in pairs (in a
simple rotation per transaction). This correlation between the EW and the
HT makes the “stronger” devices put in a proportionately larger amount
of effort, while the “weaker” devices pitch in as and when required,
thereby distributing the responsibility fairly. This stage will end when all
the devices reach their HT values and cannot work alone as a bridge. In
the third stage of a node’s life, bridges are chosen in pairs and once again
rotated in a simple round robin fashion per transaction.

This bridge management policy achieves two things. Firstly, it
extends the lifetime of each node for as long as possible and distributes
the responsibility of being a bridge in a manner that is proportionate to
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the relative power levels of each bridge slave. Secondly, by using two
bridges whenever possible, it serves to balance the load and therefore
reduce packet latencies, drops and achieve a higher overall scatternet
throughpui. Since the policy is executed at the master, there is no
overhead in terms of control messages — apart from setting up the bridges
and agreeing on a scheduling mechanism, which is usually done before
data transmission begins.
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Figure 5.14 — Energy consumption (single bridge vs. TE2P}

Figure 5.14 shows the energy consumption pattern in TE2P. The
curves show three different bridges designated as high, medium and low
power devices. The energy is “spread” with the higher power devices
doing a proportionately greater amount of work. As a result, the lifetime
of the bridges and hence of the scatternet is also substantially increased.
As can be seen, the number of packets handled by the bridges for the
same total energy has increased by almost 90%.

5.4.4 Traffic Engineering

If a larger number of connections ought to be supported, it either
drastically increases the delay or simply blocks the incoming traffic.
These problems are rooted in the master-centric packet-forwarding
paradigm, with its inability to serve the additional demands exceeding
the 1 Mbps nominal bandwidths provided by Bluetooth.

The bottom line of these problems is the lack of Traffic Engineering
techniques in current Bluetooth. Traffic Engineering has been shown to
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be extremely useful for Internet [Awduche2002], by efficiently
transferring information from a source to an arbitrary destination with
controlied routing function that steer traffic through the network. A
systematic application of Traffic Engincering helps in enhancing the QoS
delivered to end-users, and aids in analyzing these results. Traffic
Engineering suggests both demand side and supply side policies for
minimizing congestion and improving QoS. Demand side policies
restrict access to congested resources, dynamically regulates the demand
to alleviate the overloaded condition, or control the way the data is
routed in the network. Supply side policies augment network capacity to
betier accommodate the traffic.

Traffic Engineering into Bluetooth has been suggested in
[Abhyankar2003] by employing the demand side and supply side
policies [Awduche2002] in the form of Pseudo Role Switching (PRS)
and Pseudo PaRtitioning (PPR} schemes. PRS would maximize
bandwidth utitization and minimize latency within Piconet, while PPR
would dynamically partition Piconet as traffic demand exceeds Bluetooth
capacity. Preliminary results shows up to 50% reduction in the network
overhead and up to 200% increase in the aggregate throughput.

Current Bluetooth specifications do not say anything about slave-to-
slave communication. If one of such communication has to be supported,
this will take place from source slave to master and from master to
destination slave. This would effectively consume double bandwidth and
higher delay due to non-optimal communication path. This is first major
problem related to inefficient use of the bandwidth. Previous studies
(Capone2001, Kalial999] have indicated the drawbacks of existing
scheduling techniques and have suggested several modifications to widen
the scope of applications running on Bluetooth devices but did not
address the scenarios described above.

Maximum throughput that can be obtained theoretically in Bluetooth
is 1 Mbps using 5-slot length packet. But in audio applications, 1-slot
length packet is used and 64 kbps bandwidth is supported. This limits the
master to support maximum 3 such connections (practically only two
such simplex connections). If it happens to be a slave-to-slave request,
with the master acting as a relay, only one such andio transmission could
be supported within a single piconet, since the master needs to allocate
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2/3 of the total bandwidth for such single connection. In [Lim 2001], it is
suggested that a new piconet be formed for each new connection and can
be said to make an effective use of the channel while keeping the delay
of all the connections low., However, the increase in the number of
piconet causes noticeable increase in inter-piconet interference
[Cordeiro2003a). Therefore, formation of a new piconet for each slave-
to-slave transmission is not a good solution. Given this, it was introduced
in [Abhyankar2003] the PPR scheme in which the piconet is partitioned
dynamically after the master reaches its maximum capacity in order to
support a higher traffic rate. Another significant aspect of traffic
engineering is minimizing congestion as it helps in a proactive as well as
reaciive way to improve network performance. PRS and PPR are
proactive in nature as they take measure to control congestion before it
takes place.

Pseudo Role Switch

PRS would not require any change in FHS as this scheme keeps the
piconet synchronized on the previous piconet parameters. Demand side
traffic engineering are suggested by categorizing the requests based on
the type of data being transmitted. For example, Audio data has critical
latency requirements, Telnet traffic needs quick response time, FTP
traffic needs reliable communication, etc. In role switching decisions,
priority is given to those connections which have stringent QoS
requirements while at the same time supporting less constrained
communications. So, Audio traffic is given priority over Telnet, which in
turn is given priority over FTP. This scheme should be very useful in
numerous situations as follows:

¢ When master is not involved in any data transfer and receives a
connection request from one slave to another slave, it should switch
the role to reduce delay and bandwidth consumption;

¢ A connection with higher priority arrives at master based on the
aforementioned categories. Priority should be given to QoS-
constrained slave and thus role switching is desirable;

e The existing connections terminate and some ongoing traffic
connection still exists between two slaves. Here, one of the slaves
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involved in the connection should become a master to achieve the

optimal performance;

* A master device is running out of its battery, which can result in
sudden crashing of the piconet. In this case, role swiich is vital for
continuing operation of the Piconet;

Note that if the master decides to switch role in response t¢ a new
connection request, it has to exchange control information about role
switching message, LMP and L2CAP data connections. So, even before
data transmission starts, some bandwidth is consumed by control
message exchanges. On the other hand, if PRS scheme is not
implemented, for every slave-to-slave packet exchange two data
transmissions are needed; one from source slave to master and the
second from master to destination slave. Figure 5.15(a) shows the graph
for data bytes received versus actual information transmitted over the
network where FTP connection is followed by Telnet connection and
Telnet is followed by SCO connection. Moreover, the delay
characteristics in Figure 5.15(b) reveals that this PRS scheme manages to
reduce the delay to almost 12 of its original value.
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Pseudo Partitioning

In PPR, the piconet is partitioned when the need for bandwidth
cannot be fulfilled by the current structure. The decision partitions the
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piconet in such a way that devices, which are consuming most of the
bandwidth and does not involve the current master, are separated. Also,
this type of partitioning should not last forever and rejoining the piconet
should be made possible as soon as the traffic in one of the piconet ends.
Certain threshold value should be maintained to avoid continuous
partitioning and rejoining upon every connection arrival and termination.
Such a decision can only be taken if the master knows negotiated QoS
parameters while establishing all previous connections.

The performance of PPR under overloaded conditions by
dynamically generating FTP connection requests has been evaluated with
the following conclusions:

¢ Number of total packets transmitted per data packet received ratio is
minimized when both PRS and PPR schemes are in action, as
depicted in Figures 5.16(a);

¢ Increased aggregate throughput. Figure 5.16(b)} shows that the
improved performance of PPR.
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5.4.5 QoS and Dynamic Slot Assignment

When we consider the limitations of current Bluetooth, namely, the
support of a very limited number of audio connections (e.g., at most one
duplex audio connection), no delay or throughput guarantees to data
connections, and the lack of end-to-end QoS guarantees, simple QoS
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primitives ought to be devised in order to support basic application QoS
demands.

Therefore, a novel QoS-driven Enhanced Dynamic Slot Assignment
(EDSA) scheme has been proposed in [Cordeiro2004] to address these
major shortcomings in the Bluetooth design while keeping the simplicity
of the Master/Slave paradigm. The basic strategy is to combine the QoS-
driven Dynamic Slot Assignment (DSA) and the dynamic piconet
partitioning. Here, DSA-only is employed at the piconet level while
dynamic partitioning opens up the scope of DSA to the scaiternet level.
The basic idea behind DSA is to appropriately manage the polling cycle
conducted by the master of the piconet, given the connection QoS
requirements. As shown in Figure 5.17, as devices initiate or terminate
communication with each other within the piconet, the piconet polling
cycle is restructured (expanding it with a new connection or shrinking
it upon termination), a new transmission schedule is built for each
piconet device, and then the resulting schedule is propagated to the
members of the piconet. This way, slaves know exactly in which slot to
transmit and/or listen. Therefore, not only is direct communication
between slave devices supported, but alsoc a multicast-like
communication by having several destination slaves listen to the same
siot is achieved. As detailed in [Cordeiro2004], the piconet broadcast
address is temporarily allocated in DSA so as to implement multicasting.
As we have mentioned before, slave-to-slave communication will be
_present in approximately 75% of all connections, thereby stressing the
need for supporting and optimizing such cases.

In order to widen the scope of DSA to scatternets, effectively support
application QoS demands, and provide effective scalability, a controlled
form of dynamic partitioning has been developed to interoperate with
DSA. This new scheme is referred to as Enhanced DSA (EDSA). EDSA
dynamically partitions piconets when application QoS demands cannot
be satisfied by the current slot allocation. The partitioning is guided by
the connection endpoints as EDSA tries to keep communicating devices
within the same piconet. If this cannot be achieved, EDSA carefully
synchronizes slot allocations of neighboring piconets so that data can be
transferred from one piconet to another over the scatternet, hence
providing uninterrupted communication. As shown in [Cordeiro2004],
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the application of EDSA provides increased application and system
performance, effective QoS guarantees, and enhanced scatternet support.

5.4.6 Scatternet Formation

An ad hoc network based on Bluetooth brings with it new
challenges. There are specific Bluetooth constraints not present in other
wireless networks. As shown in [Miklos2000], the configuration of a
scatternet has significant impact on the performance of the network. For
instance, when a scatternet contains more piconets, the rate of packet
collisions increases. Therefore, before we can make effective use of
Bluetooth ad hoc networking, it is necessary to first devise an efficient
protocol to form an appropriate scatternet from isolated Bluetooth
devices. In the following we give a brief description into the field of
scatternet formation by introducing the most prominent solutions. It is
applied in [Miklos2000] heuristics to generate scatternets with some
desirable properties. They evaluate these scatternets of different
characteristics through simulations. Cross-layer optimization in
Blueiooth scatternets is discussed in [Raman2001].

It is introduced in [Aggarwal2000] a scatternet formation algorithm
which first partitions the network into independent piconets, and then
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elects a “‘super-master” that knows about all network nodes. However,
the resulting network is not a scatternet, because the piconets are not
inter-connected. Here, a separate phase of re-organization is required.

A scatternet formation algorithm denominated as Bluetooth
Topology Construction Protocol (BTCP) is described in [Salonidis2001].
BTCP has three phases:
¢ A coordinator is elected with a complete knowledge of all devices;
¢ This coordinator determines and tells other masters how a scatternet

should be formed;
® The scatternet is formed according to these instructions.

A formation scheme is then presented in [Salonidis2001] for up to 36
devices. Since the topology is decided by a single device (the
coordinator), BTCP has more flexibility in constructing the scatternet.
However, if the coordinator fails, the formation protocol has to be
restarted. BTCP’s timeout value for the first phase would affect the
probability that a scatternet 1s formed. In addition, BTCP is not suitable
for dynamic environments where devices can join and leave after the
scatternet is formed.

In [Law2003], a two-layer scatternet formation protocol is presented.
First, it is investigated how these devices can be organized into
scatternets. Second, as a subroutine of the formation protocol, a scheme
is proposed for the devices to discover each other efficiently. The main
idea is to merge pairs of connected components until one component is
left. Each component has a leader. In each round, a leader either tries to
contact another component or waits to be contacted. The decision of each
leader is random and independent.

The algorithms in [Aggarwal2000, Salonidis2001] depend on a
single device to design the scatternet topology and notify other devices.
Therefore these algorithms will have time complexity $Xn/k), where n is
the number of nodes, and & is the maximum number of slaves in a
piconet. On the other hand, the algorithm in [Law2003] consists of a
single phase and has O(logn) time complexity. However, as pointed out
in [Salonidis2001], the coordinator election phase dominates the total
time requirement. Thus, the advantage of the protocol’s O(logn) time
complexity might not be relevant in practice, unless the number of
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devices is very large. Moreover, we note that at least the second phase of
BTCP can be modified to run in O(logn) time, if the topological
information is distributed along a tree. However, a tree-based distribution
scheme will increase the complexity of the protocol.

A distributed Tree Scatternet Formation (TSF) protocol is presented
in [Tan2002]. The extensive simulation results indicate relatively short
scatternet formation latency. However, TSF is not designed to minimize
the number of piconets. The simulation results suggest that each master
usually has fewer than three slaves. While the preceding protocols
usually assume all the devices to be within radio range of each other,
Bluetree [Zaruba2001] and Bluenet [Wang2002] are scatternet formation
protocols for larger-scale Bluetooth networks (second and third waves of
Bluetooth), in which the devices can be out of range with respect to each
other. Simulation results of the routing properties of the scatterets have
been presented in [Zaruba2001, Wang20(2]. However, there are no
simulations or theoretical analyses on the performance of the scatternet
formation process.

5.5 The IEEE 802.15 Working Group for WPANs

As mentioned earlier, the goal for the 802.15 WG is to provide a
framework for the development of short-range, low-power, low-cost
devices that wirelessly connect the user within their communication and
computational environment. A single WPAN is intended to be a network
in the home or office with no more than 8 to 16 nodes. Altogether, the
802.15 WG is formed by five TGs:

* IEEE 802.15 WPAN/Bluetooth TG 1 (802.15.1) — The TG | was
established to support applications which require medium-rate
WPANs (such as Bluetooth). These WPANs handles a variety of
tasks ranging from cell phones to PDA communications and have a
QoS suitable for voice applications, In the end, this TG derived a
Wireless Personal Area Network standard based on the Bluetooth
v1.1 specifications;

s [EEE 802.15 Coexistence TG 2 (802.15.2) - Several wireless
standards, such as Bluetooth and IEEE 802.11b, and appliances, such
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as microwaves and cordless phones, operate in the unlicensed 2.4
GHz ISM frequency band. Therefore, to promote better coexistence
of IEEE 802 wireless technologies, the TG 2 has developed
recommended practices to facilitate collocated operation of WPANs
and WLANS;

¢ IEEE 802.15 WPAN/High Rate TG 3 (802.15.3) — The TG 3 for
WPANS has defined standards for high-rate (from 55 Mbps up to 480
Mbps) WPANs. Besides a high data rate, this standard provides for
low power, low cost solutions addressing the needs of portable
consumer digital imaging and multimedia applications;

¢ IEEE 802.15 WPAN/Low Rate TG 4 (802.15.4) — The TG 4 has
defined a standard having ultra-low complexity, cost, and power for
a low-data-rate (200 Kbps or less) wireless connectivity among
fixed, portable, and moving devices. Location awareness is
considered as a unique capability of the standard. The TG 4 specifies
the physical and MAC layer. Potential applications are sensors,
interactive toys, smart badges, remote controls, and home
automation;

¢ [EEE 802.15 WPAN/Mesh TG 3 (802.15.5) — The TG 5 is chartered
to determine the necessary mechanisms that must be present in the
PHY and MAC layers of WPANs to enable mesh networking
[Akyildiz2005]. A mesh network is a PAN that employs one of two
connection arrangements: full mesh topology or partial mesh
topology. In the full mesh topology, each node is connected directly
to each of the others. In the partial mesh topology, some nodes are
connected to all the others, but some of the nodes are connected only
to those other nodes with which they exchange the most data.

We note that, as of the writing of this chapter, several new task
groups under IEEE 802.15 are undergoing the process of defining new
standards for WPANs. For example, the IEEE 802.15.3a TG has been
working on a high rate WPANs based on Ultra-Wideband technology
[UWBwww] which is capable of achieving data rates up to 480 Mbps.
Similarly, a new task group IEEE 802.15.4a has also been established to
define a new low data rate standard based on Ultra-Wideband. Finally,
the IEEE 802.15.3¢ TG has initiated the process of defining a standard
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operating in the 60 GHz unlicensed frequency band. Since the 802.15.1
standard 1s a derivative of Bluetooth, and 802.15.2 is a recommended
practice rather than a standard, we do not cover these technologies in this
section. The same applies to IEEE 802.15.5, as the work being carried
out by this TG is still ongoing. Therefore, in this section we confine our
discussion to the 802.13.3 and 802.15.4 standards,

5.5.1 The IEEE 802.15.3

The 802.15.3 Group [IEEE802.15www] has been tasked to develop
an ad hoc MAC layer suitable for multimedia WPAN applications and a
PHY capable of data rates in excess of 20 Mbps. The current draft of the
802.15.3 standard (dubbed as Wi-Media) specifies data rates up to 55
Mbps in the 2.4 GHz unlicensed band. The technology employs an ad
hoc PAN topology not eniirely dissimilar to Bluetooth, with roles for
“master” and “slave” devices. The draft standard calls for drop-off data
rates from 55 Mbps to 44 Mbps, 33 Mbps, 22 Mbps and 11 Mbps. In
brief, 802.15.3 is not compatible with either Bluetooth or the 802.11
family of protocols, though it reuses elements associated with both.

5.5.1.1 The 802.15.3 MAC and PHY Layer

The 802.15.3 MAC layer specification is designed from the ground
up to support ad hoc networking, multimedia QoS provisioning, and
power management. In an ad hoc network, devices can assume either
master or slave functionality based on existing network conditions.
Devices in an ad hoc network can join or leave an existing network
without complicated setup procedures. Figure 3.18 illustrates the MAC
superframe structure that consists of a network beacon interval, a
contention access period (CAP) and guaranteed time slots (GTS). The
boundary between the CAP and GTS periods is dynamically adjustable.

A network beacon is transmitted at the beginning of each
superframe, carrying WPAN-specific parameters, including power
management, and information for mew devices to join the ad hoc
network. The CAP period is reserved for transmitting non-QoS data
frames such as short bursty data or channel access requests made by the
devices in the network. The medium access mechanisms during the CAP
period 1s CSMA/CA. The remaining duration of the superframe is
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reserved for GTS to carry daia frames with specific QoS provisions. The
type of data transmitted in the GTS can range from bulky image or music
files to high-quality audio or high-definition video streams. Finally,
power management is one of the key features of the 802.15.3 MAC

Superframe

c Contention S JG_ o~ t'; :lot; :

- access v+ HGuarantoed timesiotsy . i
=t 2 pericd P l (GT5) J Lo g'“

(CAP) e R

L] ) 1 L} i L] 1 ) t
| ' v . i ' ' v v 1 .

CAPIGTS boundary
dynamically adjustable

WPAN parameters l

Han-0aS data frames: Dats frames with QoS provisiona:
'%"32%"‘”““’ 15 'InT: fil“%ﬁn i filus)
. nel aCcess Fegues - rassic files imul hmg

* Standard definition MPE ,.T;bes

* Hi inition MPEG2, 19.2 Mbys

¢ MPEGL, 1.5 Mbi

* DVD, up 10 9.5 Mbys

* D audio, 1.5 Mbk

+ AC3 Dolby digital, 448 kb

+ [AP3 streaming sudio, 128 kb/s

Figure 5.18 - IEEE 802.15.3 MAC superframe

protocol, which is designed to significantly lower the current drain while
being connected to a WPAN. In the power saving mode, the QoS
provisions are also maintained,

The 802.15.3 PHY layer operates in the unlicensed frequency band
between 2.4 GHz and 2.4835 GHz, and is designed to achieve data rates
of 11-55 Mb/s that could commensurate with the distribution of high-
definition video and high-fidelity audio. The 802.15.3 systems employ
the same symbol rate, 11 Mbaud, as used in the 802.11b systems.
Operating at this symbol rate, five distinct modulation formats are
specified, namely, uncoded QPSK modulation at 22 Mb/s and trellis
coded QPSK, 16/32/64-QAM at 11, 33, 44, 55 Mby/s, respectively (TCM)
(Ungerboeck1987]. The base modulation format is QPSK (differentially
encoded). Depending on the capabilities of devices at both ends, the
higher data rates of 33-55 Mb/s are achteved by using 16, 32, 64-QAM
schemes with 8-state 2D trellis coding. Finally, the specification includes
a robust 11 Mb/s QPSK TCM transmission as a drop back mode to
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alleviate the well-known hidden terminal problem. The 802.15.3 signals
occupy a bandwidth of 15 MHz, which allows for up to four fixed
channels in the unlicensed 2.4 GHz band. The transmit power level
complies with the FCC rules with a target value of 0 dBm.

The RF and baseband processors used in the 802.15.3 PHY layer
implementations are optimized for short-range transmission limited to 10
m, enabling low-cost and small-form-factor MAC and PHY
implementations for integration in consumer devices. The total system
solution is expected to fit easily in a compact flash card. The PHY layer
also requires low current drain (less than 80 mA) while actively
transmitting or receiving data at minimal current drain in the power
saving mode.

From an ad hoc networking point of view, it is important that devices
have the ability to connect to an existing network with a short connection
time. The 802.15.3 MAC protocol targets connection times much less
than 1 s. Reviewing the regulatory requirements, it should be noted that
the operation of WPAN devices in the 2.4 GHz band is highly
advantageous since these devices cannot be used outdoors while
operating in the 5 GHz band. Several countries (¢.g. Japan) prohibits the
use of 5 GHz band for worldwide WPAN applications.

5.5.1.2 The 802.15.3 and Bluetooth

On the surface, 802.15.3 could be seen as a source of competition to
Bluetooth, In reality this is not the case. Admittedly, the concept of
802.15.3 is to allow for a chipset solution that would eventually be
approximately 50% more expensive than a Bluetooth solution.
Furthermore, the power consumption and size would be about 50%
greater than a Bluetooth solution. However, on the flip-side 802.15.3
would allow for data rates considerably in excess of current sub-1 Mbps
Bluetooth solutions. This is a critical differentiating ¢lement. In effect,
802.15.3 is being positioned to be a complementary WPAN solution to
Bluetooth. This is particularly the case since the Bluetooth SIG is going
slowly on its efforts to develop the next-generation Bluetooth Radio 2,
which would allow for data rates between 2 Mbps and 10 Mbps.
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5.5.1.3 The 802.15.3 and Wireless LANs

Some view that there is actually more potential for 802.15.3 to be
seen as overlapping with 802.11-based protocols than with Bluetooth.
With 802.11-based wireless LANs pushing 54 Mbps and the work being
done by the 802.11e TG on the QoS support, it is clear that wireless
LANs are also looking to become a serious contender for multimedia
applications. Even though 802.15.3 is being designed from scratch and
would theoretically offer superior bandwidth for multimedia applications
at favorable cost and power consumption metrics, it will have a chalienge
distinguishing itself from full-fledged 802.11-based wireless LANs.
Even so, one sotrce of differentiation is that 802.15.3 is meant to be
optimized for PAN distances while WLAN range is clearly larger.

5.5.2 The IEEE 802.15.4

IEEE 802.15.4 [IEEEB02.15www] defines a specification for low-
rate, low-power wireless personal area networks (LR-WPAN). It is
extremely well suited to those home networking applications where the
key motivations are reduced installation cost and low power
consumption. There are some applications that require high data rates
like shared Internet access, distributed home entertainment and
networked gaming. However, there is an even bigger market for home
automation, security and energy conmservation applications, which
typically do not require the high bandwidths assoctated with the former
category of applications. Application areas include industrial control,
agricultural, vehicular and medical sensors and actvators that have
relaxed data rate requirements. Inside the home, there are several areas
where such technology can be applied effectively: PC-peripherals
including keyboards, wireless mice, low end PDAs, joysticks; consumer
electronics including radios, TVs, DVD players, remote controls; home
automation including heating, ventilation, air conditioning, security,
lighting, control of windows, curtains, doors, locks; health monitors and
diagnostics. These will typically need less than 10 kbps, while the PC-
peripherals require a maximum of 115.2 kbps. Maximum acceptable
latencies will vary from 10 ms for the PC peripherals to 100 ms to home
automation.
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Although Bluetooth has been originally developed as a cable
replacement technology, it has evolved to handle more typical and
complex networking scenarios. Though it has some power saving modes
of operation, it is not seen as an effective solution for power constrained
home automation and industrial control applications. On the same note,
802.11 is overkill for applications like temperature or security sensors
mounted on a window. Both technologies would require frequent battery
changes, which is not suitable for certain industrial applications, like
metering systems, which require a battery change once in 2 to 20 years.

As we have seen, 802.15.1 and 802.15.3 are meant for medium and
high data rate WPANs respectively. The 802.15.4 effort is geared
towards those applications which have low bandwidth requirements, very
low power consumption and are extremely inexpensive to build and
deploy. These are refeired to as LR-PANs. In 2000, two standards
groups, the Zigbee alliance (a HomeRF spin-off) and the IEEE 802
working group came together to specify the interfaces and the working of
the LR-PAN. In this coalition, the IEEE group is largely responsible for
defining the MAC and the PHY layers, while the Zigbee alliance which
includes Philips, Honeywell and Invensys Metering Systems, among
others, is responsible for defining and maintaining higher layers above
the MAC. The alliance is also developing application profiles,
certification programs, logos and a marketing strategy. The specification
is based on the initial work done mostly by Philips and Motorola for
Zigbee — previously known as PURLnet, FireFly and HomeRF Lite.

The 802.15.4 standard —like all other IEEE 802 standards — specifies
those layers up to and including poitions of the data link layer. The
choice of higher-level protocols is left to the application, depending on
specific requirements. The important criteria would be energy
conservation and the network topology. The draft, as such, supports
networks in both the star and peer-to-peer topology. Multiple address
types — both physical (64 bit) and network assigned (8 bit) are allowed.
Network layers are also expected to be self-organizing and self-
maintaining to minimize cost to the customer. Currently, the PHY and
the DLL (Data Link Layer) have been more or less clearly defined. The
focus now is on the upper layers and this effort is largely led by the
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Zigbee Alliance which aims to bring this innovative and cheap
technology to the market,

5.5.2.1 The 802.15.4 Data Link Layer

The Data Link Layer (DLL) is split into two sublayers — the MAC
and the Logical Link Conirol (LLC). The LLC is standardized in the 802
family while the MAC varies depending on the hardware requirements.

Upper layers /
IEEE 802.2

Network layer LLC, type 1

Data link layer ' 35S E

IEEE 802.15.4 MAC

Other LLC

IEEE 802.15.4 IEEE 802.15.4
868/915 MHz 2400 MH:
PHY PHY

Figure 5.19 - 802.15.4 in the [SO-0SI layered network model

Figure 5.19 shows the correspondence of the 802.15.4 to the ISO-OS8I
reference model. The IEEE 802.15.4 MAC provides services to an [IEEE
302.2 type T LLC through the Service Specific Convergence Sub layer
(S8SCS). A proprictary LLC can access the MAC layer directly
without going through the SSCS. The SSCS ensures compatibility
between different LLC sub layers and allows the MAC to be accessed
through a single set of access points. MAC protocol allows association
and disassociation, acknowledged frame delivery, channel access
mechanism, frame validation, guaranteed time slot management and
beacon management. The MAC sub layer provides the data service
through the MAC common part sub layer (MCPS-SAP), and the
management services through the MAC layer management entity
(MLME-SAP). These provide the interfaces between the SSCS (or
another LLC) and the PHY layer. MAC management service has only 26
primitives as compared to IEEE 802.15.1 which has 131 primitives and
32 events.
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The MAC protocol data unit (MPDU), or the MAC frame, consists
of the MAC header (MHR), MAC service data unit (MSDU) and MAC
footer (MFR). The MHR consists of a 2 byte frame control field — that
specifies the frame type, the address format and controls the
acknowledgement, 1 byte sequence number which matches the
acknowledgement frame with the previous transmission, and a variable
sized address field (0-20 bytes). This allows either only the source
address — possibly in a beacon signal — or both source and destination
address like in normal data frames or no address at all as in an
acknowledgment frame. The payload field is variable in length but the
maximum possible size of an MPDU is 127 bytes. The beacon and the
data frames originate at the higher layers and actuaily contain data, while
the acknowledgement and the command frame originate in the MAC
layer and are used to simply control the link at a peer-to-peer level. The
MFR completes the MPDU and consists of a frame check sequence
(FCS) field which is basically a 16-bit CRC code.

IEEE 802.154 under certain conditions provides dedicated
bandwidth and low latencies to certain types of applications, by
operating in a superframe mode. One of the devices — usually one that is
less power constrained - acts as the PAN coordinator, transmitting
superframe beacons at predetermined intervals that range from 15 ms to
245 ms. The time between the beacons is divided into 16 equal time slots
independent of the superframe duration. The device may transmit at any
slot, but must complete its transmission before the end of the superframe.
Channel access is usually contention based though the PAN may assign
time slots to a single device. This is known as a guaranteed time siot
(GTS) and introduces a contention free period located immediately
before the next beacon as in the 802.15.3 MAC. In a beacon enabled
superframe network, a slotted CSMA/CA is employed, while in non-
beacon neiworks, the un-slotted or standard CSMA/CA is used.

An important function of MAC is to confirm successful reception of
frames. Valid data and command frames are acknowledged; otherwise it
is simply ignored. The frame control field indicates whether a particular
frame has to be acknowledged or not. [EEE 802.15.4 provides three
levels of security: no security, access control lists and symmetric key
security using AES-128. To keep the protocol simple and the cost



Chapter 5: Wireless PANs 291

minimum, key distribution is not specified, but may be included in the
upper layers.

5.5.2.2 The 802.15.4 PHY Layer

IEEE 802.15.4 offers two PHY layer choices based on the DSSS
technique and share the same basic packet structure for low duty cycle
low power operation. The difference lies in the frequency band of
operation. One specification is for the 24 GHz ISM band available
worldwide and the other is for the 868/915 MHz for Europe and USA,
respectively. These offer an alternative to the growing congestion in the
ISM band due to a large-scale proliferation of devices like microwave
ovens, etc. They also differ with respect to the data rates supported. The
ISM band PHY layer offers a transmission rate of 250 kbps while the
868/915 MHz offers 20 and 40 kbps. The lower rate can be translated
into better sensitivity and larger coverage area, while the higher rate of
the 24 GHz band can be used to attain lower duty cycle, higher
throughput and lower latencies.

The range of LR-WPAN is dependant on the sensitivity of the
receiver which is -85 dB for the 2.4 GHz PHY and -92 dB for the
868/915 MHz PHY. Each device should be able to transmit at least 1
mW but actual transmission power depends on the application. Typical
devices (I mW) are expected to cover a range of 10-20 m, but with good
sensitivity and a moderate increase in power, it is possible to cover the
home in a star network topology. The 868/915 MHz PHY supports a
single channel between 868.0 and 868.6 MHz and 10 channels between
902.0 and 928.0 MHz. Since these are regional in nature it is unlikely
that all 11 channels ought to be supported on the same network. It uses a
simple DSSS in which each bit is represented by a 15-chip maximal
length sequence (m-sequence). Encoding is done by multiplying the m-
sequence with +1 or —1, and the resulting sequence is modulated by the
carrier signal using BPSK.

The 2.4 GHz PHY supports 16 channels between 2.4 GHz and
2.4835 GHz with 5 MHz channel spacing for easy transmit and receive
filter requirements. It employs a l6-ary quasi-orthogonal modulation
technique based on DSSS. Binary data is grouped into 4-bit symbols,
each specifying one of 16 nearly orthogonal 32-bit chip pseudo noise
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(PN) sequences for transmission. PN sequences for successive data
symbols are concatenated and the aggregate chip is modulated onto the
carrier using minimum shift keying (MSK). The use of “nearly
orthogonal” symbol sets simplifies the implementation, but incurs minor
performance degradation (< 0.5 dB). In terms of energy conservation,
orthogonal signaling performs better than differential BPSK. However,
in terms of receiver sensitivity, the 868/915 MHz has a 6-8 dB
advantage.

The two PHY layers though different, maintain a common interface
to the MAC layer, i.e., they share a single packet structure as shown in
Figure 5.20.

| — PHY pwtocoldda |
| unit (FFDU) 7
Start of PHY ' .
Preamhls packet PHY service dataunit (PSDU)
delimiter header
|| ) & bykes . f y < 127bgtes —.]
PHY packet fislds:

+  Preable (32 bits) - smehonizdion

*  Stataf'packet dalimiter (B bits) - signifiy end of preaavble
o PHY headex (8 bis) - spacify bngth of PSDU

»  PSDU (<127 bytes) ~FHY laer paybed

Figure 5.20 ~ 802.15.4 PHY layer packet structure

The packet or PHY protocol data unit (PPDU) consists of the
synchronization header, a PHY header for the packet length, and the
payload itself which is also referred to as the PHY service data unit
(PSDU). The synchronization header is made up of a 32-bit preamble —
used for acquisition of symbol and chip timing and possible coarse
frequency adjustment and an 8-bit start of packet delimiter, signifying
the end of the preamble. Out of the 8 bits in the PHY header, seven are
used to specify the length of the PSDU which can range from 0-127
bytes. Channel equalization is not required for either PHY layer because
of the small coverage arca and the relatively low chip rates. Typical
packet sizes for monitoring and control applications are expected to be in
the order of 30-60 bytes.



Chapter 5: Wireless PANs 293

Since the IEEE 802.15.4 standard operates in the ISM band, it is
important to consider the effects of interference that is bound to occur.
The applications envisioned by this protocol have little or no QoS
requirements. Consequently, data that does not go through on the first
attempt will be retransmitted and higher latencies are tolerable. Too
many transmissions also increases the duty cycle and therefore affects
the consumption of power. Once again the application areas are such that
transmissions will be infrequent, with the devices in a passive mode of
operation for most of the time.

5.6 Comparison between WPAN Systems

To understand the suitability of these systems for WPAN
applications, we have identified several criteria keeping in mind the
overall goal of forming ad hoc networks using simple, low power, small,
cost effective devices. They are:

¢ Range: The communication range of the device;

* Data Rate: The maximum data rate possible in the network;

e Support for Veice: Support a protocol or method to allow voice
communication;

¢ Power Management: A true method for devices to conserve power;

¢ LAN Integration: A method to integrate the WPAN with a standard
LAN such as Ethemet or 802.11.

5.6.1 Range

WPAN computing will typically involve communication with
devices within a few meters. Ten meters is usually considered sufficient
for these devices to collaborate and provide services, like an ad hoc
network for meetings in small rooms, study sessions in libraries, or home
networking for computers or consumer devices. This distance allows
devices to have some flexibility in terms of how close they are.
Bluetooth can support up to 10 meters and when external power sources
are utilized, 100-meter range can be achieved. IEEE 802.15.3 can also
support a 10 meter range while 802.15.4 can support 10-20 meters
depending on the sensitivity of the receiver. Bluetooth and IEEE
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802.15.3 support at least a 10-meter range, with the ability to pass
through minor obstructions.

5.6.2 Data Rate

Data rate is an application driven requirement. WPAN computing
has a myriad of applications, from simple inventory tracking, to personal
information management, ad hoc networking, email, interactive
conferencing and web surfing. WPAN technologies cover all kinds of
data rates, from a very low data rate to transmit text between two devices
to a high data rate for Internet access. It is difficult to place a number on
what would be an adequate data rate for a WPAN. The concept of a
WPAN is relatively new and applications for the technology have not
matured enough to push the limits of the available data rates.

Bluetooth allows for up to eight devices to operate in a single piconet
and transmit data in symmetric (up to 432.6 kbps) or asymmetric (up to
721 kbps and 57.6 kbps) mode. The 802.15.3 is able to provide data rates
ranging from 11 Mbps to 55 Mbps. For the applications available today,
this may be considered more than sufficient. IEEE 802.15.4, on the other
hand, seems ideal only for the LR-WPAN providing services of 20-250
kbps (e.g., wireless sensor networks),

5.6.3 Support for Voice

A WPAN technology is most likely to be embedded into existing
devices such as mobile phones, PDAs and pagers, and hence voice
communication as well as integration with the PSTN is highly desirable.
A possible scenario could be using two mobile phones as short wave
radios using a WPAN. Bluetooth’s voice support is provided by the
Telephony Conirol protocol Specification (TCS) Binary, which is based
on ITU-T Recommendation Q.931 for voice. Bluetooth maiches standard
telephony with a 64 kbps data rate and can support calls for all eight
members of a piconet. It is able to provide voice support without the
need of infrastructure such as a Connection Point. In a Bluetooth WPAN,
a single Bluetooth enabled voice device (mobile phone) can act as a
gateway for all other devices. IEEE 802.15.3 with its GTS can support
all kinds of multimedia traffic from simple image files to high definition
MPEG-2 at 19.2 Mbps and MP3 streaming audio at 128 kbps. The
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flexibility of adapting the size of the GTS is certainly proving to be an
efficient method of supporting variable QoS requirements. On the other
hand, [EEE 802.15.4 was never designed to support voice, though there
are mechanisms for time-bounded data services within the context of an
LR-WPAN.

5.6.4 Support for LAN Integration

The ability to communicate with a LAN allows WPAN devices to
take advantage of services such as printing, Internet access and file
sharing. All systems have protocols that enable LAN access. Bluetooth
has a profile that allows LAN access using the Point-to-Point Protocol
(PPP) over RFCOMM. It does not provide LAN emulation or other
methods of LAN access, just the features that are standard in PPP such as
compression,  encryption,  authentication and  multi-protocol
encapsulation. To access LAN services, a Bluetooth-enabled LAN device
which has access to LAN media like Ethemnet, 802.11, etc., is needed.

The IEEE 802.15.3 forms ad hoc networks using the concept of
master and slave roles, and supports LAN integration in a way similar to
Bluetooth. The connection procedures and setup time is extremely low
{about 1 second) and is therefore a very attractive option, considering the
high data rates of 11-55 Mbps, which rival even the more traditional
WLANS,

In principle, all systems seem to provide equal support for LAN
integration requiring some type of device that is WPAN and LAN
protocol aware to be used as a gateway to the LAN. The IEEE 802.15
WG is looking at protocols to access an 802.11 directly, but the need for

additional hardware may impact the size and power constraints of
WPAN devices.

5.6.5 Power Management

With battery power being shared by the display, transceiver and
processing electronics, a method to manage power is definiiely needed in
a WPAN system device. IEEE 802.15.3, 802.15.4, and, to a less extent,
Bluetooth offer true power management facilities to prolong battery’s
life.
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Bluetooth has a standby and peak power range of less than 1 mA to
60 mA and allows devices to enter low power states without losing
connectivity to the WPAN piconet. It has three low power states —
PARK, HOLD, and SNIFF and a normal power state when the device is
transmitting. The power savings varies due to the reduced transmit-
receive duty cycle.

The TEEE 802.15.3 standard has advanced power management
features with a current drain of just 80 mA while actively transmitting
and very minimal when in power save mode. It also is able to support
QoS functionality, even when it is in a power save mode. It has three
modes of power management — the Piconet Synchronized Power Save
(PSPS) mode, the Synchronized Power Save (SPS) mode and the
Hibernate mode. IEEE 802.15.4 has been designed ground-up for low
power operation, in some cases stretching the battery life for several
years. The current drains may be as low as 20pA.

5.6.6 Comparison and Summary of Results

Based on the above analysis, it seems that the front runners for
WPANSs are Bluetooth, IEEE 802.15.3 and IEEE 802.15.4. These three
broadly meet the standard criteria of size, cost, simplicity, and low power
consumption.

IEEE 802.15.3 definitely has the upper edge since it can offer much
higher data rates, good power control, extremely low connection setup
times, advanced security features (see Table 5.5) and a plethora of QoS
services for high end multimedia traffic even under low power operation.
In the context of WPAN computing today, it is sometimes seen as an
excess of everything, whereas Bluetooth may to a large extent cover
WPAN computing needs in the short-term future. [EEE 802.15.4, on the
other hand, is extremely suitable for very low power applications such as
sensor networking and home automation, something that Bluetooth and
[EEE 802.15.3 are clearly not meant for. Table 5.5 provides a
comparison of the various WPAN systems discussed so far.
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5.7 WLANs versus WPANs

It is important to discuss and clarify the applications and differences
between WLAN and WPAN systems as there is a long and continuous
debate regarding their distinctions and whether or not they are competing
technologies. The only place where it is reasonable to assume WPAN
and WLAN are the same is that they both are wireless technologies, 1.e.,
their role is to allow the transmission of information between devices by
aradio link. This is something also shared by devices such as cellular

Table 3.5 — A comparison of the varions WPAN systems
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phones, walkie-talkies, garage door openers, cordiess phones, satellite
phones, etc. However, no one would assume that walkie-talkies are in
competition with satellite phones. This is because there are several
fundamental differences, such as range, price, abilities, primary role,
power consumption, etc. One of the most important issues is the range,
and this 1s one field which is often used (combined with role) to make
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distinction between wireless technologies. Figure 5.21 shows the various
wireless technologies and their suitability for a given radio coverage and
the type of networks. As we can see, WPAN and WLAN systems have
completely different scopes and, hence, distinct applications. There is no
question (particularly if cost, size, and power are not the primary factors)
about which technology to use for a wireless mobile network. WLANs
has been designed for this environment. Yet, it is important to realize that
WPAN devices are complementary to WLANs. Designed as a cable-
replacement technology and not intended as a WLAN competitor,
WPAN is not likely to eclipse WLAN and vice- versa. However, WPAN

IEEE 802.11 ete.

Figure 5.21 — Wireless technologies

products often have interesting and flegcible features not found in WLAN
systems. This includes co-located separate (personal) networks, ad hoc
networking (not present in HomeRF only), and synchronous channels
that are particularly effective for voice applications and exceptionally
low power operation for wireless link members. These connections can
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range within group, point-to-point, point-to-multipoint, all of which can
be accomplished automatically.

5.8 Conclusions and Future Directions

Wireless PANs are also experiencing a considerable growth, but
clearly not as much as the explosive growth seen in the wireless LANs
arena. Obviously, this is largely due that wireless PANs are much more
recent than wireless LANs. Nevertheless, the vast availability of
Bluetooth devices and the standardization of IEEE of various WPAN
systems will take this field to a new level. There are numerous
environments where WPANs are very suitable such as in sensor
networks {discussed in chapters 8 and 9). In the home and in the office,
WPANSs will be part of our lives.

But before that can be realized, many technical challenges have to be
solved. Interference mitigation with other systems operating in the same
frequency band, effective QoS support, decentralized network formation,
energy conservation and security are just a few examples. Obviously,
many efforts have to devoted in designing new and exciting applications
of this ever expanding technology.

Homework Questions/Simulation Projects

Q. 1. Bluetooth technology has revolutionized the world by providing wireless solution
to the short-range connectivity issue. Several Bluetooth devices could be connected to
constitute a piconet. In a situation with many such independent piconets, each piconet
follows a different frequency hopping sequence,

a.  What is the probability that two piconets use the same hopping frequency at a given
time?

b.  Does this increase with the number of piconets?

¢. How does the packet size influence the collision probability? Derive the appropriate
collision probabilities.

d.  Propose an approach to improve collocated operation and derive the new collision
probabilities.

e. Can you use reuse factor similar to a cellular structure? If so, what should be the
cluster size and the shape?

Q. 2. Design a problem based on any of the material covered in this chapter (or in
references contained therein} and solve it diligently.
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Chapter 6

Directional Antenna Systems

6.1 Introduction

Researchers have been trying to increase the capacity of ad hoc
networks through a variety of innovative straiegies. One of the main
technological restrictions to the capacity limitations is the omni-
directional nature of transmission. Distribution of energy in all directions
other than the intended direction of the destination node not only
generates unnecessary interference to other neighboring nodes, but also
decreases the potential range of transmissions [Liberti1999]. All MAC
and routing protocols described in the previous chapters are designed
assuming this ommi-directional nature of transmission. While this
provides for simplicity, it fundamentally limits how high one can push
the capacity of the system. A thorough study of the capacity of the ad
hoc system is performed in [Gupta2000, Ramanathan2001], where it has
been shown that the throughput obtainable by each node is:

W

———) (6.1)
Jrlogn

where W is the data rate and » is the number of nodes in the network.
This limitation on capacity exists irrespective of the routing protocol or
channel access mechanism. It has also been shown that splitting the
channel into sub-channels does not have any impact in this value
[Gupta2000].

Directional antenna systems are increasingly being recognized as a
powerful way of increasing the capacity, connectivity, and covertness of
MANETS. Directional antennas can focus electromagnetic energy in one
direction and enhance coverage range for a given power level. They also
minimize co-channel interference and reduce noise level in a contention-
based access scheme, thereby reducing the collision probability. Further,

o
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{a) —~Omni-directional communication (b) —Directional communication

Figure 6.1 — Communication using omni-directional antennas {a} and the increased
spatial reusability when employing directional antennas (b) [Taken from
http:/fwww.crhe.uiuc.edu/~croy/presentation himi]

they provide longer range and/or more stable links due to increased
signal strength and reduced multipath components. Increased spatial
reuse and longer ranges translate into higher network capacity (more
simultaneous transmissions and fewer hops), and longer ranges also
provide richer connectivity. On the receiving side, directional antennas
enable a node to selectively receive signals only from a certain desired
direction [Liberti1999].

Figure 6.1 illustrates the increased spatial revse capability provided
with the use of directional antennas when nodes C and D, and X and Y
want to simultaneously communicate. If omni-directional antennas are in
use as in Figure 6.1(a), only one pair of nodes can communicate as nodes
D and X are within the radio range of each other. Although we are
confining our discussion here to nodes C, D, X and Y, note that all the
nodes within the radio range of these nodes (i.e., nodes A, B, E and F)
are also affected when employing omni-directional antennas. In the case
of Figure 6.1(a), if we assume that nodes C and D initiated their
communication first, all neighbors of C and D, including node X, will
stay silent for the duration of their transmission. However, when
directional antennas are in place, both the node pairs C-D, and X-Y can
simultaneously carry out their communication as depicted in Figure
6.1(b). Consequently, the capacity of the network can be considerably
increased and the overall interference decreased, as transmissions are
now directional towards the intended receiver hence allowing multiple
transmissions in the same neighborhood (which is not possible with
omni-directional antennas) to occur in parallel using the same channel.
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Table 6.1 briefly compares omni-directional and directional antennas
under five self-explaining criteria.

Table 6.1 — Comparison of omni and directional antennas

Characteristics Omni Directional
Spatial reuse Low High
Network connectivity Low High
Interference Omni Directional
Coverage range Low High

Cost and complexity Low High

In this chapter we introduce the use of directional antenna systems
for ad hoc networking. We provide a broad understanding of directional
antenna systems, associated problems, and solution approaches for
utilizing these antenpa systems in ad hoc and sensor networks, We
describe research issues in physical, MAC, neighbor discovery, and
routing with directional communications, and survey the state of the art.

6.2 Antenna Concepts

The main function of the antennas used in any communication
system is to compensate for the loss of signal strength that occurs when a
signal is transmitted from the source to a destination (and vice versa).
Most antennas are resonant devices, which operate efficiently over a
relatively narrow frequency band. An antenna must be tuned to the same
frequency band that the radio system to which it is connected operates in,
otherwise reception and/or transmission is impaired.

Until recently, antennas have been the most neglected components in
personal communications systems [IECwww, Blostein2003]. Radio
antennas have to couple electromagnetic energy from one medium
(space) to another (wire, coaxial, waveguide, etc.). The manner in which
energy is distributed into and collected from the space has a profound
effect on the use of the wireless spectrum. One of the earliest used
configurations is a simple dipole antenna whose length depends on the
wavelength A and is supposed to be isotropic. These antennas are also
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termed as omni-directional whose radiation pattern is supposed to be
symmetric in all directions (Figure 6.2). On the other hand, more focused
directional antennas (also called “yagi”) transmit or receive more energy
in one direction.
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Figure 6.2 — Coverage range of omni-directional and directional transmissions

6.2.1 Gain

Antenna “gain” is a word that seems to strike fear in the hearts and
minds of inexperienced radio users all over the world. It is often vsed to
refer to some sort of mysterious signal amplifier, yet never really
understood. However, one antenna with a “higher” gain does not amplify
the signal more than another with “less” gain, as most people think. An
antenna with greater gain simply focuses the energy of the signal
differently.

To get a handle on “gain”, let us discuss it in terms of a megaphone.
When you want to get your message across a noisy stadium, you have the
following two options: 1) you can shout into it as loudly as possible, and
2} you can direct the focused end of the megaphone toward the listener.
These two actions can be applied to transmitting a radio signal as well.
So, either you can increase the transmit power (to a limit of 1 Watt for
spread spectrum radios according to FCC Part 15), or you can “aim” the
radiating power from the antenna toward the receiver. Aiming the power
is what is meant by “gain”. Taking this one step further, if someone in
the stadium also had a megaphone and really wanted to hear what you
had to say, they could put their megaphone to their ear and aim the open
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end toward you, thereby focusing in on what is being transmitted from
your location. Likewise, a receiving radio gets “gain” by focusing the
direction of the “listening” antenna toward the source. In other words,
gain is simply how you focus the radiated energy at the transmitter and
how you focus the ear of the recetver.

We now discuss how gain applies to the two types of antennas (omni
and yagi) most commonly used in spread spectrum industrial radio
installations. In very simple terms, omni antennas radiate transmit power
(the signal) in all directions and listen for incoming messages from all
directions. Yagi (directional) antennas focus their radiated transmit
power in one direction and also listen for incoming signals with a more
focused ear. Yagi antennas, therefore, tend to send a signal farther than
omni antennas with the same gain. Yagis are the megaphones in the
antenna world.

For a given directiond = (9, ¢), the gain of the direction antenna is
given [Liberti1 999, Ramanathan2001] by

G(J):g%

o 6.2)
where U(d)gives the power density in direction d, U, is the average
power density over all directions, and 77is the efficiency of the antenna
which accounts for losses. The gain gives the relative power in one
direction as compared to an omni-directional antenna, and higher gain

means a higher directionality. Gain is generally measured of decibels
(dBl), where GdBi = IOIOglo (Gabs)'

6.2.2 Radiation Pattern

The radiation or antenna pattern describes the relative strength of the
radiated field in various directions from the antenna, at a fixed or
constant distance. It is used to specify the gain values in all directions of
the space. It generally has a main lobe of peak gain and side lobes
(smaller gain). Peak gain is the maximum gain taken over all directions.
Beam is also used as a synonym for “lobe”. A related concept in the
antenna system is beam width, A “half power beam width” refers the
angular separation between the half power points on the antenna
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radiation pattern, where the gain is one half of the peak gain. Typically, a
more directional antenna has higher gain and lower beam width.

6.2.3 Beam Width

Depending on the radio system in which an antenna is being
employed, there can be many definitions of beam width (or simply beam
width). A common definition is the half power beam width. Once the
peak radiation intensity is found, the points on either side of the peak
represent where half the power of the peak intensity are located. The
angular distance between the half power points traveling through the
peak is the beam width. Half the power is -3dB, so the half power beam
width is sometimes referred to as the 3dB beam width.

6.3 Evolution of Directional Antenna Systems

We now give a brief description of different existing directional
antenna systems. The growth of directional antenna can be studied at
different stages, starting from basic sectorized and diversity antenna
systems to more advanced smart antenna systems. The discussion
presented here is not intended to cover all aspects of the technology;
rather, expose the basics in an informal and intuitive fashion so that it
can serve as the basis for understanding its implications at the MAC and
routing layers discussed later. Readers wishing to explore more in this
field can refer to [Liberti1999].

Present directional antenna systems can be broadly classified into
three different categories: sectorized, diversity, and smart. In what
follows we describe each of these systems.

6.3.1 Sectorized Antenna Systems

These antenna systems are used extensively in cellular systems
where a base station divides the traditional cellular area into independent
sectors, and each of these sectors is treated as a sub-cell. By using
sectorized antennas, the range of each sector is increased. Also,
sectorized antennas increase the possibility of channel reuse and reduce
the interference.
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6.3.2 Diversity Antenna Systems

Diversity systems maintain multiple antenna elements at the
receiving side. These elemenis are physically spaced to improve
reception by minimizing the effect of multipath. There are two methods
generally employed by diversity schemes:

Switched Diversity: Here it is assumed that at least one of the
antennas is at a different physical location, at a favorable position in a
given moment, and the system can continuously switch between these
elements to use the element with largest output. Although these systems
try to increase the throughput, they do not utilize the gain by multiple
antennas as only one of them is used at a given time;

Diversity Combining: These systems uses the concept of diversity
combining wherein multipath signals received at different antenna
elements are mixed, their phase errors are corrected, and their power are
combined to produce the gain, and tackle multipath and fading.

6.3.3 Smart Antenna Systems

A smart antenna system combines an antenna array with a digital
signal processing capability to receive and transmit in an adaptive and
spatially sensitive manner [Sheikh1999). These systems can
automatically change the directionality of its radiation patterns to suite
the wireless environment. If properly employed, smart antenna systems
can significantly increase the performance of a wireless ad hoc system.

The concept of smart antenna systems has been around for some time
now, but until recent years, cost barriers have prevented their use in
commercial products. The advancement in technology and the advent of
powerful low-cost digital signal processors, application-specific
integrated circuwit (ASIC) design, and development of software-based
signal processing techniques and algorithms have made these systems
practical for not only cetlular environment, but also for ad hoc networks.
Smart antennas can broadly be classified into two groups, both systems
using an array of (omni-directional) antenna elements:

Switched beam antenna systems: A switched beam system consists
of a set of predefined beams (see Figure 6.3(a)), from which the one that
best receives the signal from a particular desired user is selected. The
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beams have a narrow main lobe and small sidelobes, so signals arriving
from directions other than that of the desired main lobe direction are
significantly attenuated. This class of smart antenna system is similar to
what is used by existing cellular systems. They employ transmission
through directional beams that have finite number of fixed radiation
patterns, and provide interference suppression along other beam
directions. A variant of switched beam antenna system called steerable
antenna systems can also steer the beam to continuously track a
transmitter or receiver. Switched beam antenna systems facilitate spatial
reuse by concentrating energy in a particular direction only. When a
switched beam antenna directs its main lobe with enhanced gain in the
direction of the user, it forms lobes, nulls and areas of medium and
minimal gain in directions away form the main lobe.

Adaptive antenna arrays: These are also called adaptive
beamforming antenna systems. This is the most advanced state of the art
smart antenna to date and provides highest degree of flexibility in
configuring the beam patterns and interference suppression. Adaptive
antenna arrays have infinite number of radiation patterns which can be
adjusted in real time (see Figure 6.3(b)). They rely on beamforming
algorithms [Liberti 1999] to steer the main lobe of the beam in the
direction of the desired user and simultaneously place nulls in the
direction of the interfering users’ signals. By using these signal
processing algorithms, these antenna systems can effectively locate and
track signals to minimize interference and maximize signal reception
quality.

| User

@ Interferer

{a) — Switched beam (b) — Adaptive array
Figure 6.3 - Comparison of switched beam and adaptive array antenna systems

{(http://'www.antennasonline.com/}
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Smart antennas are implemented as an array of ommi-directional
antenna elements, each of which is fed with the signal, with an
appropriate change in its gain and phase. This array of complex
quantities constitutes a steering vector, and allows the resultant beam to
form the main lobe and nulls in selected directions. With an L-element
array, it is possible to specify (L-1) maxima and minima (i.e., nulls) in
desired directions, by using constrained optimization techniques when
determining the beamforming weights, This flexibility of an L-element
array to be able to fix the pattern at (L-1) places is known as the degree
of freedom of the array [Godaral997].

Figure 6.4 illustrates the transmission ranges of different smart
antenna systems. In this figure, the interference rejection capability of the
adaptive system provides significantly more coverage than either the
sectorized or switched beam systems. The use of multiple antennas at
both ends of a communication link provides a significant improvement in
link reliability, spectral efficiency, and result into a technology popularly
known as multiple inputs muliiple output (MIMO) systems
[Liberti1999]. By using multiple antennas at both ends of a link, it is now
possible to multiplex the data stream and open up multiple data pipes
within the same frequency spectrum to yield a linear bandwidth of the
system, with no extra power consumption. In the recent past, the main
bottleneck towards cominercialization of adaptive antenna array system
was the cost since each of the independent antenna beams requires
independent digital signal processing controllers, which considerably
increase the cost of the overall system. However, with the emergence of
commercial devices utilizing MIMO (e.g., the IEEE 802.11n standard
discussed in Chapter 4), the cost aspect is slowly becoming less of an
issue.

As far as the use of directional antennas for ad hoc networks is
concerned, most of the research to date has focused on the use of
switched beam antenna systems and adaptive antenna arrays. In the
context of switched beam antennas, the vast amount of research has
concentrated on the networking aspects (read, MAC and routing) when
these types of antennas are used. With respect to adaptive antenna arrays,
however, the large majority of research is still confined to the physical
layer with limited investigation in the MAC and routing layers.
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6.4 Advantages of Using Directional Antennas

Directional antenna technology can significantly improve the

performance of wircless system. Both infrastructure-based (personal
communication systems, cellular, and wireless local loop) and ad hoc
networks can benefit from using directional antenna systems. In what
follows, we outline some of the advantages of using directional antennas
[Sheikh1999].

Antenna Gain: By using multiple antenna beams in ad hoc
networks, a node can concentrate its entire transmission energy
towards a particular direction, which increases the range of its
transmission. This is typically termed as transmission gain. Similarly
in the receiving side, a node can selectively receive the packet at a
particular antenna beam;

Array Gain: In smart antenna systems, multiple antennas can
coherently combine the signal energy. This improves the SNR both
at the source and the destination;

Diversity Gain: As discussed above, spatial diversity from multiple
antennas can help to combat channel fading. By using diversity, a
node can switch between antenna elements to receive the maximum
available signal strength;
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e Interference Suppression: By using the concept of smart antenna
system, it is now possible to adaptively combine multiple antennas to
selectively cancel or avoid interference and pass the desired signal;

¢ Angle Reuse: By using directional antennas, it is possible to reuse
frequency at angles covered by different antenna beams. This is
generally termed as space-division multiple accesses (SDMA) and
can support more than one user in the same frequency channel. It is
to be noted that signal separation of co-channel beams has to be
handled at each node. In MANETSs, angle reuse has not been a
successful technology because of scattering and mobility which
makes signal separation difficult;

¢ Spatial Multiplexing: By using multiple antenna beams at both ends
of the wireless link, it is now possible to dramatically increase the bit
rates of the wireless link by using a technique termed as spatial
multiplexing [Paulraj1994]. In spatial multiplexing, the stream of
information is split in N independent streams. These streams are
meodulaied and transmitied one stream per antenna, all in the same
radio channel using the required bandwidth to support lower rate
sub-streams. If the receiver antenna is well separated, the received
sub-streams can be merged to yield the original high bit rate stream.
Under favorable channel conditions, spatial multiplexing offers
increased spectrum efficiency and does not require prior-knowledge
of the channel making it a very robust technique.,

6.5 Directional Antennas for Ad Hoc Networks

It is envisioned that different future applications will demand
different types of antenna systems so as to meet requirements such as
cost, size, energy constraints, performance, and so on. As we have so far,
the main applications of ad hoc networks can be classified into different
categories: military, outdoor or disaster recovery and indoor applications
[Ramanathan2001].

For military applications, the nodes (tank, airplanes) are so expensive
that the cost of even the most sophisticated antenna may be acceptable.
As an added bonus, beamforming antennas can provide a better
immunity to jammers and better security provisioning. For fixed outdoor
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environments, a switched antenna beam can be used to reach different
nodes. In this particular application, steerable beam antennas may be too
expensive. On top of that, when we consider the use of directional
antenna systems for small handheld devices, laptops and PDAs, the size
of the antenna becomes another complicating factor. For example, at 2.4
GHz spectrum, an 8-element c¢ylindrical array will have a size of
approximately 8 cm. However, for the 5 GHz frequency band, the size
goes down to 3.3 cm, and for the 24 GHz ISM band the size would be
around 0.8 c.

Therefore, based on the fact that future devices tend to use less
crowded and higher frequency bands for communication, the use
directional antenna for small devices seems very bright. Also, there is a
continuous trend in military to employ directional antenna systems given
the tremendous advantages they provide.

6.5.1 Antenna Models

As we shall see later in this chapter, the classification of antenna
types discussed earlier has a significant impact on the MAC and routing
performance. This is especially true in a wireless ad hoc network where
there is no centralized coordinator. As for the MAC, the antenna type
must be taken into account while defining the medium access control
scheme, so that the hidden and exposed terminal problems are adequately
addressed. As for the routing protocols, depending on the antenna system
in use, the routing protocol may have to be redesigned to take into
account issues such as the particular direction a node can be found, new
neighbor discovery mechanisms, the possible availability of multiple
paths to reach the same destination, the impacts of directional antennas
on the route discovery procedure, and many more.

Therefore, it is of paramount importance to study the underlying
antenna system in use at the physical layer so as to understand its impact
on higher layers. With this in mind, we present two antenna models,
namely, the switched beam antenna model and the adaptive antenna
arrays model. As we mentioned before, these are the preferred choice for
use in MANETS and are upon which most of the existing solutions are
based. Obviously, these are just abstract antenna models and the results
obtained by the systems based on these models are only as good as these
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abstractions. Future research needs to invesiigate more accurate antenna
models so as to appropriately design upper layer protocols.

6.5.1.1 Switched Beam Antenna Model

This model possesses two separate modes: Omni and Directional.
This may be seen as two separate antennas: an omni-directional and a
switched beam antenna which can point towards any specified direction
[Choudhury2002]. In principle, both the Omni and Directional modes
may be used to transmit as well as to receive signals. However, the Omni
mode is used only to receive signals, while the Directional mode is used
for transmission as well as reception. In other words, the Omni mode is
never used for transmission. This way, both transmitter and receiver take
advantage of the increased coverage range provided by beamforming,.

In Omni mode, a node is capable of receiving signals from all
directions with a gain of G°. While idle (i.e., neither transmitting nor
receiving), a node usually stays in Omni mode. By employing selection
diversity, as soon as a signal is sensed, a node can detect the antenna
through which the signal is strongest and goes into the Directional mode
in this particular antenna becoming deaf in all other directions.

In Directional mode, a node can point its beam towards a specified
direction with gain G (with G* typically greater than G°), using an array
of antennas called array of beams. Due to the higher gain, nodes in
Directional mode have a greater range in comparison to Omni mode. In
addition, the gain is proportional to number of antenna beams given that
more energy can be focused on a particular direction, thus resulting in
increased coverage range in that particular direction. For example, with
the same transmit energy, a 12 antenna array has a higher coverage range
than a 6 antenna array, and a 6 antenna array covers, in turn, a larger
range than a 4 antenna array. Some proposals take this feature into
consideration, while others do not. In order to perform a broadcast with
this type of antenna model, a transmitter may need to carry out as many
directional transmissions as there are antenna beams so as to cover the
whole region around it. This is called sweeping, and a negligible delay is
generally assumed in beamforming in the various directions.

Figure 6.5 illustrates the switched beam antenna model. Many of the
existing MAC and routing schemes consider this model [Cordeiro2004,
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Gossain2004a, Choudhury2002, Korakis2003]). Here, node provides
coverage around it by a total of M non-overlapping beams. The beams
are numbered from 1 through M starting at the three o’ clock position and
running counter clockwise. A node can receive and transmit in any of
these M antenna beams. Finally, since dynamically tracking a user is a
hard task, it is generally assumed that nodes maintain the orientation of
their beams regardless of mobility which can be achieved with the aid of
a direction-locating device such as a compass [Nasipuri2000al.
Directional
Coverage Area

Omni-directional
Coverage Area

Figure 6.5 — The antenna model

6.5.1.2 Adaptive Antenna Array Model

The main distinctive property of the adaptive antenna array and the
switched beam antenna models is that the former allows for multiple
simultaneous receptions or transmissions (simultaneous transmission and
reception 1s not possible, however), while only a single transmission or
reception is possible in the later.

To clarify distinctive features of the adaptive antennas array model,
consider the example of Figure 6.6. Here, nodes are equipped with
adaptive antenna arrays, each beam having a beam width of
approximately #/2 radians. In this figure, receiving beams are shown by
solid lines while transmitting beams are shown using dashed lines. The
figure illustrates that a particular node, say node A, receives from two
different nodes, B and C, that lie in different receive beams of A. In this
manner, A is able to simultaneously receive from one than one node that
has a packet for it. Since transmission and reception are reciprocal
processes, a node can also simultaneously transmit to multiple nodes at
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the same time. Note in Figure 6.6 that even though the areas covered by
the transmit beams of nodes B and C overlap, they do not cause collision
at node A. This is because the crucial parameter that helps an adaptive
antenna array to form a receive beam is the direction of the incident
electromagnetic energy [Lal2004]). Therefore, a particular adaptive beam
may be seen as the matching of the antenna system to a particular set of
directions, i.e., a set of angles for the incoming or outgoing RF. The
incident angies for reception are illustrated in the receive beams of node
A. Thus, as the incident energy from nodes B and C differ widely in the
incident angle at node A, they do not cause interference to each other in
reception at A. Interference may be caused when a particular beam has
sidelobes in undesirable directions, However, most of existing research
in the context of ad hoc networks assumes that perfect switched beams
are formed in the desired directions and that sidelobes are negligible.

Figure 6.6 — Example of the adaptive anienna array model [Taken from IEEE
Publication Lal2004]

6.6 Protecol Issues on the Use of Directional Antennas

In this section, we discuss various protocol issues with directional
antennas related to MAC and routing. Here, we note that some of the
issues to be discussed next may not be present in all protocols proposed
for directional antennas, as they highly depend upon the antenna model
under consideration,
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6.6.1 Directional Neighborhood

As we know, the neighborhood of a node comprises of all those
nodes within its direct communication range. However, in comparison to
omni-directional antennas, the notion of a neighbor needs to be
reconsidered for directional antennas. To perform a complete
“broadcast” in a directional antenna system, a node may have to transmit
the broadcast packet in a circular manner as many times as the antenna
beams, and this process is called sweeping. Such a scheme emulates a
broadcast as performed by omni-directional antenna and theoretically
should achieve the same results. However this is not so simple, as there
is an obvious delay associated with the sweeping procedure and the need
to send the same packet multiple times. As the number of beams
increases, so is the sweeping delay. This trade-off and other efficient
schemes for broadcasting over directional antenna systems are discussed
in a later section.

The notion of directional neighborhood becomes even more subtle if
we consider higher gain provided by the directional antennas. We
illustrate this point with the aid of Figure 6.7. In Figure 6.7(a), assume
nodes A and B are idle listening to medium omni-directionally with gain
G’. Node C then decides to communicate with node A by increasing its
gain to G° and transmitting its packet. In this scenario, node A is
sufficiently close to receive the packet from node C although it is
receiving with gain G°. Node B, however, is not able to receive the
packet transmission originated from node C as it finds itself in omni-
directional mode and, hence, with receive gain of G°. Here, we say that C
and A are Directional-Omni (DO) neighbors while C and B are not
[Choudhury2002].

Consider now the scenario depicted in Figure 6.7(b) where node B
tunes towards the direction of node C, thereby increasing its gain to G in
this particular direction. In this case, node B is now able to receive
packets from node C as they are both communicating directionally with
gain G". Therefore, nodes B and C are only neighbors if the find
themselves in directional mode towards each other. Here, we say that C
and B are directional-directional {DD) neighbors [Choudhury2002].
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(a) — Nodes A and C are directional-omni (b) — Nodes B and C are directional-
(DO) neighbors directional (DD) neighbors

Figure 6.7 — Directional neighborhood in directional antenna systems

[Taken from http://www.crhc.uiuc.edu/~croy/presentation.html]

As we can see from this example, the notion of neighbors in
directional antennas needs to be drastically reconsidered. Along with it,
broadcasting is another issue deserving more attention. In later sections,
we present proposals which aim at mitigating or overcoming neighboring
issues arisen with the introduction of directional antenna systems.

6.6.2 New Types of Hidden Terminal Problems

As we studied in Chapter 4, the hidden terminal problem is one of
the main sources of performance degradation of wireless MAC protocols.
To overcome this problem, protocols such as IEEE 802.11 and MACA
[Karn1990] have introduced RTS/CTS handshake mechanism as a means
to reserve the channel before data communication. However, an implicit
assumption in the RTS/CTS handshake is that the underlying antenna
transmits omni-directionally, which allows all nodes who receive the
handshake packets to accordingly set their NAVs for the forthcoming
transmission duration (see Chapter 4). As we present below, directional
antennas bring along new instances of the hidden terminal problem
requiring new innovative solutions [Choudhury2002, Korakis2003,
Takai2002]. We discuss the Directional NAV scheme as a proposed
solution to help mitigate the hidden terminal problems.

6.6.2.1 Asymmetry in Gain

The first type of hidden terminal problem that may arise as the result
of employing directional antennas is due to asymmetry in gain. To
exemplify this, consider Figure 6.8(a) where all nodes are initially in
omni-directional mode and hence with gain G°. Assume node B wants to
communicate with node C. To this end, node B goes into directional
mode towards node C and sends it a RTS (for the sake of this discussion,
assume node B somehow knows the direction where node C is located).
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Upon receiving the RTS from node B, node C which was originally in
omni-directional mode goes into directional mode (with gain G") towards
node B and sends back CTS. Here, assume that node A (which is still in
omni-directional mode with gain G°) is far enough from node C so that it
does not hear node C’s CTS.

BIe

(a) — Nodes B and C exchange RTS/CTS in directional mode

\ A ) \B ye
= e e

(b) — Node A unaware of the communication between B and C sends a RTS to node B
Figure 6.8 — Hidden terminal problem due to asymmetry in gain

[Taken from http://www.crhc.uiuc.edu/~croy/presentation.html]

Once the RTS/CTS between nodes B and C is completed, node B
initiates DATA transmission to node C, where both of these nodes now
point their transmission and reception beams (with gain G% to each
other. This is illustrated in Figure 6.8(b), where we highlight that node A
is not able to sense the ongoing communication between nodes B and C
as it is still in omni-directional mode with gain G°. Now assume that
while the communication between nodes B and C is in progress, node A
receives a packet to be sent to node B. Node A then performs a
directional carrier sensing of the channel towards node B (with gain G")
and concludes the channel to be idle. It then sends its RTS towards node
B as depicted in Figure 6.8(b). However, as node C is receiving a DATA
packet (with gain G") with its beam pointed towards node B (hence, also
towards node A), there is a high chance that the RTS sent by node A
(sent with gain G") will interfere with the DATA reception at node C as
these two nodes are now DD neighbors.

6.6.2.2 Unheard RTS/CTS

Another type of terminal problem that may arise in ad hoc networks
employing directional antenna systems is due to unheard RTS/CTS. To
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ilfustrate this problem, consider the scenario depicted in Figure 6.9(a)
where node A is currently communicating with node D (hence
beamformed in the direction of node D) while nodes B and C are
currently idle in omni-directional mode. Now, assume that while the
communication between nodes A and D is in progress, node B has a
packet to send to node C. In this case, nodes B and C will exchange the
RTS/CTS followed by node B’s transmission of the DATA packet to
node C as illustrated in Figure 6.9(b). The crucial remark to make here is
that while node A is beamformed towards node D, it is said to be locked
in node D’s direction and becomes deaf towards all other directions. If
applied to the scenario of Figure 6.9(b), this means that node A is unable
to hear the RTS/CTS handshake between nodes B and C, and hence is
completely unaware of this ongoing communication.

: r ®p
e | ¥ (| & || e e |\ B : i
B @ \ c /N 3 c J it .8
(a) — A is communicating (b} -B and C exchange (c) — A unaware of the
with D RTS/CTS packets which are ongoing communication may
unheard by node A interfere by transmitting in

direction of B or C
Figure 6.9 — Hidden terminal problem due to unheard RTS/CTS
[Taken from http://www.crhe.uiuc.edu/~croy/presentation.html]

The resulting effect of this deafness scenario is that if node A ends
its communication with node D and has a packet to be sent to node C, it
will go ahead and transmit the packet as it does not know that node C is
currently receiving a DATA packet from node B. This scenario is shown
in Figure 6.9(c). In this case, node A’s transmission may interfere with
node C’s reception, hence causing a collision. Obviously, this type of
hidden terminal problem will not take place in case of omni-directional
transmissions as node B would be aware of the ongoing communication
between nodes A and D, and hence would not send its RTS to node C.

6.6.2.3 The Directional NAV (DNAYV)

A discussion about the hidden terminal problem in directional
antennas can be found in [Choudhury2002, Korakis2003, Takai2002]
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where a Directional NAV (DNAV) scheme [Ko02000] is proposed.
DNAYV is an extension to the NAV concept used in IEEE 802.11 for
directional antennas. Essentially, DNAV is a table that keeps track for
each direction of the time during which a node must not initiate a
transmission through this direction. With this scheme, nodes
continuously update the DNAV table upon overhearing a packet
transmission in order to keep it from transmitting through one particular
direction and hence garble the ongoing transmission. As we discuss later,
DNAYV is widely used in existing MAC protocols for directional
antennas as it is a logical extension to the NAV mechanism found in
IEEE 802.11.

Figure 6.10 depicts an example of the DNAV concept in directional
antennas. In this figure, node S sends an RTS to node R which in turn
sends back CTS. With DNAV, nodes overhearing either the RTS or the
CTS set their DNAYV in the corresponding Direction of Arrival (DoA). In
Figure 6.10(a), node A overhears the CTS sent by node R and in
response sets its DNAV in node R’s direction. This will prevent node A
from initating any transmission towards node R which would, in this
case, cause a collision with the DATA packet sent by node S. If node A
wants to initiate a transmission, it is only possible if the direction of the
transmission does not overlap with the DNAV. In Figure 6.10(b). node A
is allowed to transmit to node B as the angular separation between the
direction of transmission and the DNAV is larger than a threshold 0.

(a) — Once node A overhears the CTS (b) — Node A can communicate with
sent by node R, it set its DNAV in the node B as its transmission does not
direction of this node overlap with the DNAV

Figure 6.10 — Extension to the NAV scheme in directional antennas

[Taken from hup://www.crhe.uiuc.edu/~croy/presentation.html]
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6.6.3 Deafness

Deafness is defined as the phenomenon when a node X is unable to
communicate with a neighbor node A, as A is presently tuned to some
other directional antenna beam. In the specific case of widely used IEEE
802.11 MAC protocol, at each unsuccessful attempt of node X to
communicate with noede A, the backoff interval is doubled, hence
considerably degrading network performance. Deafness is a serious issue
in directional antennas as it may considerably impact performance, not
only at the MAC layer but also at upper layers [Gossain2004b]. Deafness
may also occur if A’s NAV in the direction towards node X (i.e., the
DNAYV) is set, and hence node A becomes unable to reply back with a
CTS. Figure 6.11 illustrates a deafness scenario where nodes X, Y and Z
keep on trying to communicate with node A (e.g., by sending
consecutive RTS packets) while this node is engaged with a
communication with node B, and hence is deaf to all other directions.

Figure 6.11 — Node A is deaf to the packets sent by nodes X, Y and Z
[Taken from hup://www.crhe.uiuc.edw/~croy/presentation. htrrl]

Therefore, unless node A informs all its neighbors in advance that it
is going to start communicating with node B, its neighbors might
unsuccessfully try to contact it. On the other hand, a large overhead may
be generated in informing a node’s neighbors about a forthcoming
communication. Clearly, this raises a tradeoff issue between deafness
and overhead, and is discussed in detail in later sections.

Another type of deafness is due to persistent hearing of DATA
packets. As a matter of fact, this problem may occur in almost alt MAC
protocols proposed for directional antennas, and is explained through
Figure 6.12 where each node is assumed to have a total of four antennas
beams.
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Figure 6.12 — Deafness due to the persistent hearing of DATA packets

When a node sends RTS/CTS (either directional or omni), all
neighbors who receive it set their NAV (or DNAV) accordingly.
Whenever the source node starts transmitting the DATA packet,
neighboring nodes which are idle and overhear this DATA transmission
will move to the directional mode so as to receive the DATA packet,
hence becoming deaf to all other directions. For example, assume in
Figure 6.12 that a data communication is to be carried out between nodes
S and R. Clearly, node C will detect the forthcoming data
communication due to the RTS/CTS handshake between S and R. As a
consequence, node C will move to directional mode (i.e., tune it’s
receive beam) towards node S whenever the DATA transmission
originating at node S starts. Therefore, if in the meantime node F tries to
send an RTS to C (received through beam 4), node C will not reply as it
is currently beamformed (i.e., tuned) in the direction of node §’s DATA
transmission. Finally, note that this deafness scenario is different from
the one explained through Figure 6.11. Here, the deaf node in question
(i.e., node C in Figure 6.12) is not involved in the actual communication
(which takes place between nodes S and R) while in the scenario of
Figure 6.11 the deaf node (i.e., node A) is the actual source of the DATA
transmission. As deafness is very detrimental to the performance, recent
MAC protocols for directional antennas have attempted to properly
handle it. We come back to this issue later in this chapter.

6.7 Broadcasting
As we have seen so far, broadcasting is a widely employed
mechanism in ad hoc networks. Routing protocols including DSR,
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AODV, ZRP, LAR, and so on (all discussed in Chapter 2), use variants
of a network-wide broadcasting to establish and maintain routes.
Ultimately, these protocols use simple flooding for broadcasting. Here,
every node forwards each broadcast packet it receives exactly once. As
pointed out in [Nil999], simple flooding causes redundancy and
increases the level of contention and cellisions in a network. The omni-
directional nature of transmissions makes things even worse as all hosts
receiving the broadcast packet will retransmit it, generating unnecessary
interference to other nodes and considerably reducing network capacity.
On the other hand, with directional transmission both transmission range
and spatial reuse can be substantially enhanced by having nodes
concentrate transmitted energy only towards their destination’s direction,
thereby achieving higher signal to noise ratio.

A simple solution to broadcasting with directional antennas (here we
confine our discussion to switched beam antenna systems) is to
sequentially sweep across all the pre-defined beams of the antenna
system. Due to the increased range of a directional beam, a greater
number of nodes are covered in a single broadcast sweep as compared to
an-omni-directional broadcast. However, broadcast by sweeping incurs a
sweeping delay [Choudhury2003]. Therefore, it is of paramount
importance to investigate the issue of broadcasting over directional
antennas such that efficient schemes can be designed to take the antenna
systemn characteristics into consideration, and hence reduce redundancy
and the sweeping delay.

In this section we study proposed schemes for broadcasting over
directional antennas. To set the foundation for our discussion, initially
we discuss simple flooding breadcast over a directional and an omni-
directional antenna model. Next, we delve into the proposed schemes and
show how they take advantage of directional communication. Finally, we
note that all the schemes discussed here have their transmission rules
governed by the basic IEEE 802.11.,

6.7.1 Broadcasting Protocols

As we described in Chapter 2, a variety of broadcasting schemes
have been proposed for omni-directional antennas. For directional
antennas, however, there is not much done [Hu2003, Joshi2004]. In this
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section, we discuss broadcasting techniques over directional antennas
and show how these protocols overcome new challenges arising in this
type of directional environments. Essentially, the existing schemes can
be classified according to considered antenna model. They can be either
adaptive antenna array based or switched beam antenna based.

6.7.1.1 Adaptive Antenna Array Based

In this section we discuss the proposed broadcasting protocols for
adaptive antenna array based systems. As we discussed earlier, this type
of antenna system allows multiple simultaneous transmission of a packet
by a node. As a result, the schemes presented in this subsection do not
consider the effect of sweeping delay which is only present in switched
beam antenna systems.

6.7.1.1.1 Simple Enhanced Directional Flooding (SEDF)

In SEDF [Hu2003], whenever a node receives a packet to be
forwarded, it starts a delay timer. If the same packet is received again
before the expiration of this timer, the node makes a note of all the
beams where that packet arrived at, and sets them to passive mode. Upon
expiration of the delay timer, the node will forward the packet in only
those beams/directions other than those in which the packet arrived (i.e.,
which have been marked as passive).

6.7.1.1.2 Single Relay Broadcast (SRB)

In any relay based scheme, whenever a node receives a broadcast
packet it chooses a subset of its neighbors to forward the packet. Only
members of this subset are allowed to forward the packet. Here, it is the
responsibility of the broadcasting node to explicitly designate the
broadcast relay nodes within a broadcast packet header.

In the particular case of the SRB scheme [Hu2003], each node
designates one and only one relay node in each direction on the basis of
the received signal strength of hello packets through this particular
direction. For the purpose of maintaining one-hop neighbor information,
every node periodically transmits hello packets. The node whose hello
packet is received with the weakest signal is selected to be the relay in
that direction. Before forwarding, a node waits for a random delay and



Chapter 6: Directional Antenna Systems 329

does not designate any relay node in directions where the packet arrives.
It should be noted that a node may also discard a packet even if it has
been designated as a relay, which happens in case it has already seen the
packet before. Finally, it is important to note that SRB requires one- hop
neighbor information to be maintained.

6.7.1.2 Switched Beam Antenna Based

We now turn our attention to broadcasting schemes designed for
switched beam antenna systems. Contrary to adaptive antenna array
based schemes, this class of broadcasting protocols is harder to design as
the effect of sweeping becomes a major concern. To mitigate the
sweeping delay, most of the schemes presented in this section require a
node to transmit in fewer necessary beams instead of performing a
complete sweep. Usually, this is done by estimating which of a node’s
beams have neighbors and which do not.

6.7.1.2.1 Protocol Design Considerations

All the schemes discussed next make use of some basic design
considerations. In this section we discuss these mechanisms which aim at
enhancing the protocols performance as well as overcoming the new
challenges presented in switched beam antenna systems,

One-Hop Neighbor Awareness

A periodic exchange of hello packets amongst the nodes is assumed
by these schemes. A node at any time is aware of which antenna beam its
one-hop neighbor lies. Usually, this exchange comes at no additional cost
as most directional MAC/Routing protocols (discussed later in this
chapter) need one-hop neighbor awareness to operate.

To accomplish this, a node, say S has to resort to a circular
directional transmission of the broadcast packet through all its antenna
sectors. It should be noted that while S is engaged in this circular sweep,
it remains deaf to any incoming packet. Hence, it has been showed in
[Gossain2004a] that a sender node S needs to inform its neighbors the
additional time they should wait before initiating a transmission towards
it. To this end, the sender node S includes in the broadcast packet the
value (K—c—1) where c is an integer (initially equal to zero) that keeps
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track of how many sectors the broadcast packet has been already sent,
and K is the number of idle of antenna beams at S. Now, if T, is the time
the receiver takes to completely receive the broadcast packet, the
receiver, say node R, then waits for an additional time equals to (K—c-
1)*Ty before initiating any transmission in the direction from which it
received the packet from node S.

Novel Optimized Deferring while Sweeping

In the schemes that follow, 